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SUPERSONIC MIXING OF HYDROGEN AND AIR
by John H. Morgenthaler

Applied Physics Laboratory, The Johns Hopkins University
Silver Spring, Maryland

SUMMARY

The object of this work was to study quantitatively the effects of fuel
injection parameters on the mixing of gaseous hydrogen with a supersonic air
stream confined within a cylindrical duct to provide background information
necessary for the design of combustors for supersonic combustion ramjets.
Hydrogen was injected at sonic velocity into Mach 2 and Mach 3 air streams in
a l-in.-diameter duct at overall fuel-air equivalence ratios (ER) of 0.17
to 0.50, in both radial (transverse) and axial (downstream) directions from
circumferential wall slots. The hydrogen and air supplies were at ambient
temperature; air pressure was adjusted to give test section pressures slightly
greater than 1 atm. Radial injection gave considerably better penetration and
mixing than axial injection at the expense of a greater loss in stagnation
pressure. For radial injection into Mach 2 air, fuel distribution improved
as fuel flow (hence ER) was increased for a given slot width and as slot width
was increased (5, 10, 15 mils) for a given fuel flow. For ER > 0.5, a diver-
gent duct would be required to maintain supersonic flow downstream of the
injection station (with combustion, choking would occur earlier and/or at
lower ER.)

For the case of radial injection from a 5-mil slot, the eddy diffusivity
of mass, E4 (turbulent diffusion coefficient), and radial velocity, V., were
determined by differentiating experimental concentration, axial velocity, and
density profiles obtained at various axial distances from the injection station.
As a first approximation to a representation of these results, a simple model
was chosen in which E4 varied only in the radial direction and V. varied only
in the axial direction. The profiles chosen to represent Ej(r) for various test
conditions suggested that a) there may be a critical injection range within the
region 0.17 < ER < 0.33 which produces a many-fold increase in Eg (further
increase in ER was less beneficial), and b) for a given ER and slot width, the
air inlet Mach number may not affect Ejy appreciably. This simple Eq(r), V,.(2)
model was tested by numerical integration of the diffusion equation and simul-
taneous solution of the diffusion and momentum equations beginning from an
initial set of experimental profiles in each case; computed downstream profiles
of concentration and velocity agreed reasonably well with experimental profiles.
An iterative procedure for solving the simplified energy equation together with
the diffusion and momentum equations was developed for systems with variable
stagnation temperature and arbitrary turbulent Lewis and Prandtl numbers.



INTRODUCTION

The problem of mixing fuels with a supersonic air stream has become
important through its application to hypersonic ramjets employing super-
sonic diffusion flames, i.e., supersonic combustion engines (Refs. 2-6).

It has been shown (Refs. 2-4) that in the speed range above Mach 8 to 10
the supersonic combustion cycle will be superior to the more conventional
subsonic combustion ramjet cycle. 1In the latter engine, extensive molecu-
lar dissociation would occur at the excessive combustor temperatures that
result at hypersonic flight speeds, so that performance would suffer due

to the highly dissociated, non-equilibrium exhaust flow. For example, it
has been estimated that the net thrust of a subsonic combustion engine with
stoichiometric fuel flow would fall to zero near Mach 10 for kerosene (Refs.
3,7) and also would fall to unacceptable levels for hydrogen (Ref. 7). 1In
addition, the high pressures, high heat fluxes, and loads that would exist
in a subsonic combustion engine at these high Mach numbers would greatly
increase materials and structural problems.

An alternative mode of supersonic combustion to the diffusion flame
is shock-induced combustion, controlled by an oblique wave mechanism, in
which fuel and oxidizer are premixed prior to combustion. Considerable
small-scale research testing has been conducted utilizing this mode of
supersonic combustion (Refs. 8,9). Shock-induced combustion also has been
used extensively for investigating the kinetics of chemically reacting
systems (Refs. 10,11). However, the use of shock-induced combustion of
premixed fuel and air does not appear promising for practical application
to ramjet engines because the combustion chamber geometry, upstream flow
conditions, and heat release are complexly interconnected; these inter-
relations might be expected to cause problems of preignition or combustion
instability that could limit the speed range (Ref. 12). Because of these
problems, interest in recent years has centered on the supersonic diffusion
flame, although oblique shocks induced by the fuel injection (without pre-
mixing) also may occur in these systems (Ref. 13).

The supersonic diffusion flame requires that fuel and oxidizer be mixed
sufficiently well so that combustion can be initiated and propagated while
maintaining supersonic flow in the combustion chamber. It is generally de-
sirable to minimize (or deliberately control) oblique shock waves in the flow.
Normal shock waves or large subsonic recirculation zones, such as would be
produced by baffles, are unlikely to be used in a supersonic combustion engine.
Although streamlined fuel injectors might be used to help distribute the fuel,
they would complicate the geometry and structural problems in this severe
environment. For these reasons, and because the static temperature attains
its maximum near the wall, fuel injection from the wall into the boundary
layer of the air stream appears to be a good method for initiating combustion.
Disturbances created in the flow will depend on the injection angle and other



injection parameters; however, any oblique shock wave or flow-turning
compression that results from the injection can be considered part of
the air compression (inlet) system for the engine,

Injection from a wall slot can be in the axial direction parallel
to the direction of flow of the air stream, or in the radial direction
perpendicular to the air stream, or at some intermediate angle. Since
the perpendicular and parallel injection cases are the simplest of the
practical geometries to treat analytically and provide bounds for the
intermediate cases of downstream injection at an angle to the flow,
they were used exclusively in this investigation,

Coaxial injection has an important advantage over radial injection
from the viewpoint of engine cycle performance, because the downstream
component of momentum of the injected fuel, even though small, may contri-
bute significantly to theoretical net engine thrust at hypersonic flight
speeds. On the other hand, radial injection of fuel normal to the air
stream should produce greater fuel penetration into the main stream, and
consequently, better mixing~ and a higher overall combustion efficiency
for a given combustor length. An oblique shock wave produced by the
radial injection would, of course, represent a loss in stagnation pres-
sure in the air stream, but this effect would be compensated (at least
partially) by the smaller loss in stagnation pressure due to heat addi-
tion at a lower Mach number behind the shock wave. On balance, the radial
injection case appeared to be of greater interest, particularly for in-
jection into a Mach 2 or Mach 3 air flow (simulating flight speeds of
Mach 5 to Mach 9) because combustor entry temperatures would still be
relatively low (less favorable for ignition, which oblique shocks would
help), and the effect of axial momentum of the fuel would not be signi-
ficant. Consequently, greater experimental emphasis was placed on radial
injection of hydrogen through a circumferential wall slot into a super-
sonic air stream, but a few runs also were made with axial injection
through a small annulus at the wall for comparison.

The cylindrical geometry chosen for this investigation may be con-

sidered to represent the injection and mixing section of a combustor.

The broad objective was to study mixing quantitatively to aid in the de-
sign of a practical supersonic combustor. A comstant-area duct represents
one possible injector configuration, and, of course, cylindrical geometry
is simple and convenient. (It is recognized that once combustion is
initiated, a divergent section might be required to maintain supersonic
flow for the case of low combustor inlet Mach number.) For experimental

* Theoretical calculations made by Vranos and Nolan (Ref. 14) suggest
that coaxial injection might result in relatively good mixing at low ratios
of fuel jet momentum to air jet momentum; however, no experimental data were
presented for coaxial mixing.



flexibility, and because of the relatively long run times (30 min) required
to obtain a detailed set of concentration, velocity, and density profiles,
and the correspondingly high hydrogen requirement, a one-inch-diameter test
section was chosen for this work.

Since turbulent flow will occur in almost all practical supersonic
combustion engines, and turbulent mixing is much more rapid than laminar
mixing, only the turbulent case is comnsidered herein. The statistical
theory of turbulence is not sufficiently developed to allow its application
to this supersonic mixing problem (Refs. 15, 16). The phenomenological
approach, which has been used successfully for a considerable period of
time for investigating jet mixing problems (see App. A), employs empirically
determined turbulent tramsport coefficients; e.g., eddy diffusivities of
mass (Eg), momentum (Ep), and heat (Ep) (or the eddy thermal conductivity,
K). They are defined as functions of the fluctuating component of the
praduct of the density and radial velocity with the fluctuating component
of the mass fraction, axial velocity, and static enthalpy, respectively,
and must be empirically established for a given system; they depend on (at
least) position and the radial gradients of the time-averaged values of
Y, V,, and T, respectively. Using them, the turbulent equations of change
are obtained (e.g., Ref. 1). It is important to recognize that chemical
reactions (such as combustion reactions) occur on a molecular scale, which
does not necessarily correspond to the time-averaged measurements.

By making several assumptions, the general equations may be considerably
simplified and the turbulent transport coefficients may be obtained by dif-
ferentiating experimental data. This course was chosen in this investigation
rather than the more usual one of assuming simple relationships to predict the
coefficients and then testing their validity by integrating the basic equa-
tions in an attempt to reproduce experimental profiles. It was selected be-
cause large radial variations in Ey and E; were anticipated. They should be
near zero in the laminar sublayer near the wall where molecular transport
rather than turbulent eddy transport is important, and should increase
through the turbulent boundary layer. Recent experimental investigations
of supersonic mixing (Refs. 17, 18) have shown that even in the case of co-
axial free jets, neither Egq, E_, nor the eddy viscosity, € = pE,, is constant
in the radial direction as often has been assumed. To permit evaluation of
the Eq's, E 's, and V. 's obtained, a numerical integration which used ex-
perimentally determined profiles as the initial conditions was developed to
solve the turbulent diffusion and momentum equations both separately and
simultaneously. Inconsistencies in the eddy diffusivities caused by dif-
ferentiation of the experimental data could be determined in this manner,
and by using an iterative procedure, values could be continually improved.
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Base used in transformation of radial coordinate in Eq. (C-26)
P o

Specific heat at constant pressure, ft-1bf/lbm- R

C , and

Specific heat at constant volume, ft-1bf/1bm-"R
Molecular diffusivity, or diffusion coefficient, ft? /sec
Eddy diffusivity of mass, ft®/sec

Eddy diffusivity of heat, ft®/sec

Eddy diffusivity of momentum, ft®/sec

Dimensional constant, 32.174 lbm-ft/lbf-sec®
Enthalpy, ft-1bf/lbm

Molecular thermal conductivity, ft-lbf/sec-ft—oR
Constant in Eq. (14)

L(r,z), M(r,z), defined in Eq. (B-2), ft '

Lewis number, pDcp/k

Mach number

Total mass of component i, lbm

Molecular weight, 1bm/1b-mole-"R

Mass flow rate (dm/dt), lbm/sec

N(r,z), P(r,z), defined in Eq. (B-2), ft-1lbf/lbm-ft®
Pressure, 1bf/ft®

Prandtl number, cpu/k

Universal gas constant, 1545.1 ft-lbf/lb-mole-oR

Radial coordinate, ft

Coordinate of wall or centerline, defined by Eq. (15), ft
Radial coordinate of streamline, ft

Schmidt number, W/pD; Sc = Pr/Le; Sc, = Em/Ed

Absolute temperature, °r

Time, sec

Mass-average or bulk velocity, ft/sec



Transformed radial coordinate defined in Eq. (C-26)

W
X Distance from wall, ft
Xy Distance from wall at which Y = % Ymax
Y Mass fraction (denotes hydrogen when without subscript)
z Axial coordinate, ft
Y Specific heat ratio, cp/cv
€a Eddy viscosity, lbm/ft-sec
K Eddy thermal conductivity, ft-1bf/sec-ft- R
V) Molecular shear viscosity, lbm/ft-sec
o Density, 1bm/ft®
) Dissipation function, ft-1bf/ft®-sec
Subscripts
a Air
av Average
Cone
Hydrogen
i Particular molecular (or atomic) species
i Radial grid designation
m Mixture
max Maximum
n Axial grid designation
R Ram or pitot (pressure behind normal shock)
r Radial component
T Turbulent
Total or stagnation
w Wall
z Axial component
Superscripts
« ) Fluctuating component
(—_) Time-averaged quantity; used in Eqs. (1-20) but dropped

thereafter for simplicity



METHOD OF DETERMINATION OF TURBULENT TRANSPORT COEFFICIENTS

The general equations of change* for steady, axially-symmetric, turbu-
lent flow in which no significant variation in stagnation temperature occurs
are summarized below. (Detailed development is given in Ref. 1). Following
standard notation, a bar is placed over symbols that represent time-averaged

quantities.
Turbulent Continuity Equation

3

3r

12 Gin+2 (V) =0 ¢

Turbulent Diffusion Equation

Turbulent Navier-Stokes Momentum Equations

a. Radial Equation

Wav + 5V Ve 3 . 2 M Ve +2€l za_VE_V_r_?i_
) PV, 52 &c 3¢ or r 3r or r dz
L2 2w+ ey 2avr_iri_avz L2 Wt e avz+avr -
dr 2 or T oz 3 871 or dz
b. Axial Equation
__ ¥ __ v, 513 BV AV
pVr or + sz 3z & SE-+ r or (i + €3) r 5;_.+ 3z
+ O |2 + €4) 2 BVZ _ BVr - XE (4)
dz 2 oz or T

* For initially isoenergetic flow in which the turbulent Prandtl and

Lewis (and hence Schmidt) numbers are unity, a constant stagnation tempera-
ture is a solution of the simplified energy equation (Ref. 19).



where the turbulent transport coefficients are defined by the relations*

-

Ty TYT = oY
(PVr) Y = PEdl 3¢ (5)
—ToT = .o O
(sz) Y - pEd2 az (6)
2€, V. V. v
PV )'V_' = - — |2 - = -2 (7)
r r 3 or r dz
V. av
PV )'V. ' =-e|s—+— (8)
z r 21ar oz
(pV )'V '=.-.¢ a—VE' + avr (9)
r’ 'z 31 or dz
2 oV, V. 3V
V)V, =-3 2% "~ &% (10)

Equations (2) to (4) cannot be solved directly for the six unknown
transport coefficients unless some assumptions are made concerning their
relationships, e.g., that some are either equal or negligible., However,
even when such assumptions are made, accurate determination of the remaining
terms in these equations using experimental data would be difficult. An
alternative approach, which leads to considerable simplification, is to
make several general assumptions concerning the flow. The simplifying assump-
tions that appear reasonable when the bulk flow is supersonic are:

1) Diffusion in the axial direction is negligible compared to that
in the radial direction,

2) Viscous normal stresses are negligible compared to the pressure.

* The axial dispersion coefficient is frequently defined in a similar

manner to Ed in Eq. (6) (Ref. 20).
2



(An order of magnitude analysis shows this assumption is reasonable even in
the boundary layer where viscous forces attain their maxima.)

3) Viscous shear stresses depend primarily on the radial gradient
of axial velocity (avz/ar >> BVr/Bz).

4% Fluctuating components of the axial velocity are negligible
compared to corresponding time-average quantities [BV;V; >> (pVZ)'Vz'].

Using these assumptions, Eqs. (2) and (4) become, respectively,

— ¥, — ¥ _13 [~ _oF]
DVE or + pVz 3z r or [pEdr S;J (11)
v av oV _ 1 =
¥ 2437 —Z2-L28 |55, -2 13
er or + pVz 3z r or [pEmr or ) T 8 3z (12)
where Ed = Ed , and E is defined by the relation,
1 m
. = - -
(er)'Vz = - pEm sz/ar ~ - €4 avz/ar (13)

In Egs. (11) and (12) molecular transport has been neglected compared to
turbulent transport, an assumption normally valid except within the laminar
sublayer; however, they may still be applied within this region if E, and E
are considered the sums of the molecular plus turbulent coefficients. "

Probably none of the terms in Eq. (3), the radial momentum equation, are
large; therefore, it is difficult to conclude which, if any, of them may be

neglected. However, if €3 ~ €5, i.e., pr'vz' and Vzp'Vr' are small compared
to p V,.'V,"' (or are approximately equal), or if axial derivatives are much
less than radial derivatives in this equation, €, could be obtained. Alter-

natively, if 55;7; >> (er)'Vr', €z may be determined. If all viscous terms
in this equation are negligible, so that it reduces to an Euler equation,

it still would be useful for checking the consistency of the inertial and
pressure terms, and hence, the experimental measurements. If inertial terms
also are negligible, Eq. (3) becomes the radial boundary layer momentum
equation (3P/dr = 0). Since the transfer of axial momentum is generally of
greater interest than the transfer of radial momentum, frequently this
equation need not be considered at all, i.e., values of €; and €; are not

of interest.



One method for determining Eg, E,, and V£ is differentiation of the
experimental Y V and p profiles, and substitution of these derivatives
in Eqs (11) and (12) Using an assumed value of the turbulent Schmidt
number " Scp (near unity), Eqs.(11)and (12) can be solved simultaneously for Ed
Ep and V.. Equation (1) would be. used to check the consistency of values
of V If Eq. (1) were not satisfied, a new Scp would be assumed and the
proc;dure repeated. An obvious disadvantage of this method is the need
to obtain second derivatives from experimental data, which requires ex-
tremely closely spaced and accurate data points.

One integration of Egqs. (1), (l1), and (12) eliminates the need for
obtaining second derivatives and allows determination of the unknown terms
directly. This integration can be accomplished by an extension of Shipman's
method (Ref. 21) in which these equations are integrated once in the radial
direction, between either the wall or the centerline and a "streamline"
i.e., a line bounding a fixed mass flow, designated rs(n).

The value of r (n) is found for various test section lengths and
values of the constant k, by a numerical evaluation of the integral

r (n)
f p_\72 rdr = k (14)

n

ola
-~

r
L

where r de51gnates either the wall or the centerline. The boundary

conditions at r* are

r: V =o,Vr=o,aY/ar=o

r*= _ _ _ (15)
0: aVz/ar =0, vr = 0, 3Y/3r = 0

since no mass diffuses through the wall, the velocity at the wall is zero,
and the centerline is an axis of symmetry. Equation (14) shows that there
will be no net flux of mass across the streamline by convection, although
both hydrogen and air cross the streamline by diffusion (equal masses in
opposite directions). Multiplying each term in Eq. (1) by rdr, integrating
from either the wall or the centerline to rg, and applying the generalized
Liebnitz formula (Ref. 22) for interchanging the order of differentiation
and integration, yields

r

— ) s—— — ars
[errs} + a—z— j szrdr = [p zrs 5‘2—'] (16)

T r* r
s s

*
The assumed ScT gives a relation between Em and Ed'

10



But Eq. (14) requires that the second term on the left be zero, so that at ro

PV, = Tﬁ/z ars/az (17)

"Equations (11) and (12) may be integrated in a similar manner using Eqs. (15)
and (17), to give

r
S —
d - = = oY o
3= f pV_Yrdr = [pEdtS 5 ] (18
r* r
s
and
‘s - s Ts
v =
9 o = z oP .
S5 J[- p zVzrdr = [pEmr S;—} - 8, Jf 32 rdr (19}
¥ r* r*

These integral equations also can be obtained directly by noting that since
neither hydrogen nor momentum leaves or enters a streamtube by convection,
any variation of these parameters within the streamtube must be caused by
diffusion normal to the flow. Equations_(18) and (19) were solved for Ed
and E,, respectively. Note that since BVz/ar = 0 at the centerline, no
momentum flux crosses the centerline, but that there is a momentum flux

to the wall since dV /dr # 0 at the wall; of course, 9Y/dr is zero at the
wall. As previously™ noted, near the wall in the laminar sublayer the
molecular diffusivity and viscosity, D and M, rather than E4 and Em’ become
important.

If radial pressure variations can be experimentally determined, the
last term in Eq. (19) may be evaluated numerically using the measured local
free-stream static pressure, e.g., obtained with a conical probe. This
numerical evaluation could be most readily accomplished using the Liebnits
formula

T r

S = s or
9P d - = S ..
=z = = - 5 0)
J( 3z rdr 32 Prdr PrS 37 CZ0)
* %

r r r

S

Since r¥ may equal either 0 or r , the various integrations may be carried
out either from the wall or the centerline, so that two values of Ey and E
may be obtained. These values will agree only if mass and momentum balances
are consistent.

The integrals in Eqs. (18) and (19) were evaluated numerically at each
test section length using interpolated 'Y,Vz and p data, and the trapezcidal

* Henceforth we will refer only to the time-averaged quantities and will
drop the bar notation for convenience.
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rule at intervals of 0.002 in.; their axial variations were determined by
fitting a truncated Laurent polynomial in 1/(z + a) and differentiating

the polynomial’', The terms 3Y/dr and 3V,/dr were determined by numerical
differentiation of the interpolated concentration and velocity data, using

a five-point, second-order, running-smoothing routine, and p was determined
by interpolation of the density profiles. Mass and momentum balances were
computed using the interpolated data. In the data reduction, the assumption
was made that radial pressure variations were negligible and that the stagna-
tion temperature remained constant; these points are discussed in the fol-
lowing section.

No effort was made to determine the eddy diffusivity of heat, or eddy
thermal conductivity, in this work since the stagnation temperature remained
approximately constant throughout the flow; however, the simplified energy
equation also can be integrated (see App. B) and used to determine these para-
meters when Ty measurements are available. In this way Prp and Leg can be
obtained as well as ScT.

APPARATUS AND PROCEDURE

The general apparatus used for these mixing studies is shown schemati-
cally in Fig. 1. The radial injection geometry used in the majority of the
tests is shown in Fig. 2a; Fig. 2b shows the axial injection geometry used
in a few runs for comparison, Air was supplied to the test section through
a Clippinger-type, axially-symmetric nozzle (Mach 2 or Mach 3)* of 1.00-in.
exit diameter. Pitot pressure (PR) traverses across the exit planes of the
nozzles indicated relatively flat Mach number and velocity profiles. The
boundary layer thickness for the Mach 2 nozzle, computed from the von Karman
momentum relation, was approximately 0.02 in. The nozzles were calibrated,
so that they could be used to meter the air flow.

Test section static pressures were maintained above atmospheric so
that no ambient air would enter the test section through the subsonic portion
of the boundary layer. Stagnation temperatures were less than ambient (50°
to 60°R less for the air) in these cold-flow tests because the gases ex-
perienced Joule-Thomson cooling when expanding from the high-pressure storage
to the relatively low pressures upstream of the nozzles and venturi. A small,
sonic venturi (throat diameter 0.079 in.) was used to meter the hydrogen;
upstream pressure and temperature and throat pressure (to confirm choked
flow) were measured. This venturi was calibrated by discharge into a known
volume,

The metered hydrogen was injected from a ring manifold through a small
circumferential slot (Fig. 2). The manifold pressure was normally considerably

= - i
Nominal values; actual design Mach numbers were 1.98 and 3.04, Ref. 23.
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greater than twice the test section pressure. The discharge coefficient of
the hydrogen injector was determined for each run from the measured pressure
and temperature of the injection manifold. Since the minimum cross-sectional
area for the hydrogen flow existed at the inner wall of the test section (the
exit of the injection slot), the hydrogen attained sonic velocity just prior
to its initial contact with the air. For a given hydrogen flow rate, the
injection pressure was established by the area of the injection slot. No
effort was made to balance the injection pressure and the test section static
pressure by varying the width of the slot; slot width was considered an in-
dependent wvariable.

Sampling System and Instrumentation. A combination milling and rotary
table (3-axis) was used to move the gas sampling probe, cone-static probe,
or thermocouple across the test section. A dial micrometer was used to in-
dicate probe position. The tubing used for gas sampling probes (which also
were used for pitot pressure) ranged from 0,010 to 0.013 in. I.D. with an
0.D. ranging from 0.020 to 0.025 in. Most of the data were taken with the
0.010-in. I.D. tip, which proved to be the minimum practical size with res-
pect to sample flow rate. Since the probe had a relatively blunt tip, a
normal shock wave was present in front of the mouth of the probe. Confirma-
tion of the fact that true samples were obtained was achieved for Mach 2
tests by mixing hydrogen with the air in the subsonic air line about 15 ft
upstream of the nozzle, so that the gases were completely mixed at the sampl-
ing position (confirmed by radial traverses). Hydrogen concentrations cal-
culated from the air nozzle and hydrogen venturi calibrations were within a
few percent of those obtained with the calibrated thermal conductivity cell,.
Therefore, separation of the hydrogen and air entering the probe (due to the
large difference in molecular weights, as observed, e.g., in Ref. 24) did
not appear to be a problem. However, it will be noted later that the hydrogen
mass balances were generally 127 to 307 low, and it is possible that prefer-
ential separation contributed in some degree to these discrepancies.

Small (0.1 in. deep) slots just slightly wider than the capillary sampling
probe were used to position the probe at the end of the test section and to
permit sample withdrawals and ram pressure measurements very close to the wall.
The slots also allowed the probe tip to be positioned 0.1 in. upstream of the
exit of the test section at the same location as the last wall static pressure
tap.

All data were recorded on magnetic tape for subsequent reduction on the
IBM 7094 computer. Pressures were measured with commerical strainm-gauge trans-
ducers. An "electrical calibration" was made before each run by introducing
fixed standard resistances into the transducer circuit, and periodic cali-
brations were made with known pressures. Iron-congtantan thermocouples were
used with reference junctions at approximately 100 F.

A VECO (Victory Engineering) M 182 thermal conductivity gas analysis

cell was used for determining hydrogen concentration. This cell is an open
diffusion type, which has a moderate rate of response and is slightly flow-

13
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sensitive. It contained two matched, glass-coated, 2000-ohm thermistor
beads in a stainless steel block and was connected to a Wheatstone bridge
circuit. Cell pressure (normally 2 to 3 in. Hg) was adjusted with a needle
valve to maintain a constant volumetric sampling rate; the water-proofed
cell was immersed in an ice bath. Since cell output was not a linear func-
tion of gas composition, a calibration was made either before or after each
run, metering the hydrogen and air with jewelled orifices that had been
calibrated by discharge into a known volume (Fig. 3 and Table 1), and keeping
the cell pressure at the level to be used during the run. In some cases when
the probe was near the wall, the normal cell pressure could not be attained,
and a second calibration at a lower pressure was required. Pressures were
displayed both on recorders in the control room and on gauges in the test
cell. The probe position (set with the dial micrometer) was recorded by
setting the resistance of a decade box equal to the distance from the wall
in ohms. The reference for the dial micrometer (one outside-radius of the
probe) was set by touching the probe to the test section wall, completing

an electric circuit and lighting a bulb. The pressure in the thermal con-
ductivity cell was then adjusted manually to a predetermined value. When
the recorder showed a stable cell output, the data acquisition system was
activated. After measuring concentration at a given position, the quick-
opening valve in the vacuum line to the thermal conductivity cell was closed,
and the pitot pressure was recorded as soon as it became steady. The valve
was then opened again, the probe was moved to a new location, and the pro-
cedure was repeated.

Normally, 25 to 35 data points were obtained across the 500-mil test
section radius; points were spaced more closely near the wall than in the
central region. Each complete concentration profile required approximately
30 min. A computer program converted the raw data (including calibrations)
into total mass flow rates of hydrogen and air, discharge coefficient of
the hydrogen injector, and local values of mass fraction of hydrogen, Mach
number, static temperature, velocity, density, and mass flow rate per unit
area for hydrogen and air. Local Mach numbers (M > 1) were computed from
P /P_ by linear interpolation of a table generated using the Rayleigh pitot
formila with AM = 0.01 and y = 1.4.

In some of the Mach 2 runs, an attempt was made to determine static
pressure profiles via cone-static measurements.® The probe had a 10-degree
semivertex angle and four 0.015-in. I.D. pressure taps located 0.16 in. from
the tip and manifolded together. Unfortunately, even with this small probe

In this case, PC/P was used in the Mach number interpolation; P/P,_,
computed from the Rayleigh formula, was multiplied by P_/P obtained from
a least-squares fit of data from cone-flow tables (Ref. 25).



the irregular profiles obtained were difficult to interpret and appeared

to be inconsistent from station to station. Therefore, when attempts to

use such pressure data in E4 calculations seemed to produce no more useful

a picture than that obtained using wall static pressures and the assumption
that OP/dr ~ 0, it was decided to adopt the latter simpler procedure for the
results reported herein. Even though it was recognized that radial pressure
gradients resulted from the hydrogen injection, especially near the injection
station, the additional effort that would have been required to obtain satis-
factory and consistent sets of profiles (preferably supported by some techni-
que for viewing the flow field, e.g., schlieren pictures, which could not

be done with opaque test sections) was beyond the scope of the present work.

In a few rumns, stagnation temperature profiles were obtained using
a small, shielded, butt-welded, iron-constantan thermocouple made from a
0.010~in. wire. The I.D. of the thermocouple shield was 0.062 in. with an
0.D. of 0.083 in.; there were four 0.032-in. holes in its base 90° apart.
Typical profiles (Fig. 4) indicated a 3% variation in stagnation temperatures
in the Mach 2 test section. The assumption of constant T, used in the sub-
sequent data reduction therefore is considered to be justified.¥*

Using a constant stagnation temperature equal to the mass-average stag-
nation temperature of the hydrogen and air, the static temperature, T,
was computed from M using the adiabatic relationship for a perfect gas. The
density of the mixture was computed from P , T and Y (the Hy mass fraction)
using the perfect gas law

p = P, T /RT (21)

where]nnlz]nt{ma/[Yma + (1 - Y)M]. The densities of hydrogen and air
present in the mixture were computed as

Pp=9PY 5 p,=p( -Y) (22)
The axial velocity was computed from the relation
1
= 3
Vz M (chRT/W%) (23)

The average mass flow rate per unit area of either hydrogen or air
present in an annular ring between two adjacent sampling points was computed
by averaging the products of mixture density, mass fraction, and axial velo-
city for the two adjacent sampling points (j and j + 1)

*
The analysis in Ref. 19 shows that if 9T /0r = 0 at an initial axial

station, and Prqp = Leq = Scqp = 1, then (in an adlabatlc system) Tt will re-
main constant throughout the flow. The effect of a 3% variation in T, on
these transport coefficients has not been determined.
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(ﬁn/A)hj = [DYVz]jaVe ; (t'n/A)aJ_ = [p(1 - Y)Vz]jave (24)

The total mass flow rate of hydrogen was then computed by multiplying the
local mass fluxes by the appropriate areas and summing across the duct

N-1
= Y. ). Ti(x? - r? 25
i Z AT G (25)
j=0
%
where N is the total number of sampling points (using the convention r_ = 0).

The same procedure was used for air. Totalmomentum was obtained in a Similar
manner as

N"l pve
- Z 2 2
M t = . + P, | m(r*s - = 26
mentn -y [[Z] | ey ], - (26)
j=0

where Pj was the local static pressure.
RESULTS AND DISCUSSION

Runs were made with radial injection of 0, 0.005, 0.010, and 0.015 1b/sec
of hydrogen from a 5-mil slot into a Mach 2 air flow (1.06 1lb/sec) for up to
five test section lengths (length/duct-diameter ratios up to 5.9), other
conditions being maintained as nearly identical as possible. Runs also were
made with radial injection of 0 and 0.010 1lb/sec of Hy into 1.99 1b/sec Mach 3
air with four lengths. The eddy diffusivity of mass, E4, and the radial
velocity, V., were determined for these runs. The test conditions are sum-
marized in Tables 2 and 3. A few tests were made to determine the effects of
axial injection [Table 2(B)] and injection slot width with Mach 2 air; these
effects can be discussed only qualitatively because of limited data.

During data reduction, the data profiles were smoothed in two steps.
First a standard Aitkens polynomial interpolation routine was used to pro-
duce equally spaced points between data points. After some experimentation,
a third-order polynomial and three interpolated points between data points
were found suitable. Second, the resulting profiles were machine-plotted at
large scale and smoothed by hand when necessary. The card decks were corrected
accordingly for subsequent calculations,

More accurate mass balances were obtained during computation of the
turbulent transport coefficients by using smoothed interpolated data
at 2-mil intervals, as previously discussed.
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As previously noted, the static pressures used in théxgalculations were
those measured at the wall, because attempts to determine static pressure
profiles via cone-static measurements (within the 'scope of this work) were
unsatisfactory. Efforts should be made in future work to obtain accurate
local free stream static pressures and stagnation temperatures.

Air mass balances normally agreed within a few percent; hydrogen mass
balances generally were low by 127% to 30%. Lack of agreement of the hydrogen
balances is believed to have been caused by the difficulty in accurately
determining the velocity and density, particularly in the region very near
the wall where hydrogen concentration was large. Deficiencies in axial
momentum balances increased with axial length in a reasonable manner because
of wall friction, and with radial hydrogen injection rate, presumably because
of stronger interactions and hence greater losses in stagnation pressure.
These balances were computed using interpolated values of the concentration,
velocity, and density at 2-mil intervals.

Mach 2 Inlet Air

Air Flow Without Hydrogen Injection, Axial velocity, density, Mach
number, and static temperature profiles for the series of runs with no
hydrogen injection (Table 2) are presented in Fig. 5. The expected trend
of decreasing velocity with downstream distance from the injection station
occurs in the boundary layer. [Because of the finite size of the sampling
probe (0.010-in. I.D.), the deduced velocity at the wall was never zero
(intercepts, not shown, were in the range 900-1100 fps.)]. The Vv, and p
profiles suggest that the 0.4-in. data are not consistent with those for
the other lengths, but the M and T profiles are reasonably smooth. The fact
that some irregularities do exist suggests that even more accurately machined
parts should be used in future work. Test section diameters larger than 1
in, also would be advantageous in reducing the relative importance of wall
irregularities.

Radial Injection--Low Flow Rate. Profiles for radial injection at
mp = 0.005 lb/sec (overall equivalence ratio of 0.17) using a 5-mil cir-
cumferential injection slot are presented in Fig. 6. Because of the large
variation of concentration with axial length, the Y profiles are plotted on
a logarithmic scale in Fig. 6(a) (mass fractions of 0.10 and 0.40 are equiva-
lent to about 62 and 91 mole percent Hy, respectively). Hydrogen concentra-
tion at the wall decreases with length in a regular manner. (Since no
hydrogen penetrates the wall, the slope of each Y profile should be zero at
the wall.) 1In Fig. 6(b), the abnormally high V, near the wall for the 0.05-
and 0.4-in. test sections is mnot fully understood, but it is noted that the Hg
injection velocity (sonic) from the slot in the radial direction was approxi-
mately 3900 ft/sec in all tests, and the emerging hydrogen probably experienced
an initial supersonic expansion in the lower static pressure environment of
the test section. The irregularity of the same two profiles at greater dis-
tances from the wall probably results from shock waves which decreased in
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strength with distance from the injection slot. The remainder of the Vz
profiles are fairly smooth and nearly parallel. Of course, these V,
profiles were subject to much greater error than the Y profiles, since
concentration was measured directly, but four different measurements (local-
pitot and wall-static pressures, stagnation temperature, and hydrogen con-
centration) were used in the computation of V,. )

Figure 6(c) shows that the denmsity near the wall increased with test
section length, corresponding to the decrease in hydrogen concentration
as mixing proceeds. Density was minimum at the wall because the hydrogen
concentration was highest there. It might be noted that the deduced p
depends on the same measurements as V,, and in addition, on the static
pressure directly. Comparing Figs. 5(a) and (c) with Figs. 6(b) and (d),
respectively, shows that hydrogen injection thickens the boundary layer
and decreases both V_ and M in the central region. The fact that the pro-
files are particulariy irregular for the 0.05-in, length suggests that the
assumption that 3P/dr = 0 is unacceptable at this station because of a
relatively strong oblique shock generated by the injection; however, its
application for the longer test section lengths (L 2 0.4) appeared adequate
for the present purpose.

Radial Injection--Middle Flow Rate. Profiles for radial injection at
iy, = 0.010 1b/sec (overall equivalence ratio of 0.33) using a 5-mil cir-
cumferential injection slot are presented in Fig. 7. One important dif-
ference between Figs. 6(a) and 7(a)* is that in the latter the maximum
hydrogen concentration does not occur at the wall for the 0.05-in. length.
Apparently the hydrogen jet caused separation of the flow immediately down-
stream of the injection slot and an abnormally low wall-static pressure
(11.3 psia) due to aspiration by the jet, which entrained some ambient air
through the boundary layer into the test section, thereby reducing the
hydrogen concentration in the boundary layer. Additional tests with the
same hydrogen injection rate, but 207% more air, resulted in wall-static
pressures slightly greater than ambient with a maximum hydrogen concentra-
tion at the wall, as indicated by the added note on Fig. 7(a). An impor-
tant feature noted in comparison of Figs. 6(a) and 7(a) (note the change
in the scale of the abscissa) is that, except for the 0.05 and 0.4-in.
lengths, the higher ﬁh results in lower hydrogen concentrations at the wall,
and penetration and spreading are greatly enhanced at this increased flow rate.

The velocity profiles in Fig. 7(b) are generally similar in shape to
those for the lower hydrogen injection rate [Fig. 6(b)], but the average

x
The small circles on Fig. 7(a) represent interpolated points, which were

used to improve the accuracy of the numerical differentiation. Interpolated
points were obtained for the Y, v, and p profiles, but for clarity of pre-
sentation, they are shown only for the concentration profiles in Figs. 7(a)
and 8(a). All data points are shown on figures in Ref. 1,



velocities are lower because of the increased injection rate. (For the
0.05-in. length, the velocity computed using the abnormally low measured
wall-static pressure reached a maximum of 3900 ft/sec approximately 16

mils from the wall.) Density profiles are similar to those for the lower

hh except for their greater spread. The M and T profiles are more irregular.
The M profiles are lower (average about 1.4) than those in Fig. 6(d) (average
of about 1.8); the average value for the case of no hydrogen injection

[Fig. 5(c)] was about 1.9. The M and T profiles for the 0.05-in. .length

do not appear valid for the reasons previously discussed.

Radial Injection--High Flow Rate. Three runs were made at fmy, = 0.015
1b/sec (overall equivalence ratio of 0.50) using a 5-mil circumferential
wall slot. The trends in the concentration profiles [Fig. 8(a)] are consis-
tent with those for lower my, but the maximum hydrogen concentrations
(particularly for the 0.4-in. length) are lower and penetration is corre-
spondingly greater. The bulges in the concentration profiles im the 50 <
r < 100 mil region which were barely suggested in Fig. 7(a) are more
apparent in Fig. 8(a). The V,, P, M, and T profiles of this series are
similar to those in Fig. 7; the trends previously discussed are confirmed.
Both V, and M again are reduced in this case; M is close to unity. Thus,
for equivalence ratios greater than 0.5, an expanding combustor geometry,
e.g., conical, must be employed in order to prevent choking the flow, even
without combustion.

Comparison of the concentration profiles obtained at various flow rates
shows that initial fuel penetration is more important in obtaining a favor-
able fuel distribution than downstream turbulent mixing. This result is
in agreement with that of Longwell, et al. (Ref. 26) for high-speed subsonic
mixing.

Effect of Slot Width on Radial Injection. A number of runs were made
in which the width of the radial injection slot was varied from 5 to 10 and
15 mils, other conditions being maintained as nearly equal as possible. Data
for Mach 2 air and the three hydrogen injection rates previously reported are
shown for two lengths: 0.4 in. in Figs. 9(a)-(c), and 5.9 in. in Figs 9(d)-
(f). In most cases, a decrease in the maximum (wall) concentration and an
improvement in penetration were obtained by increasing the slot width. 1In
Fig. 9(f) the increase in centerline concentration with slot width is apparent.
[The variations in V, profiles (not shown) due to changes in slot width
were relatively small (up to about 70 ft/sec); no consistent trends were
obtained.] ’

Since the present work was restricted to opaque test sections, no
photographs of the interactions within the duct could be obtained. However,
it is interesting to consider implications of the pressure data. Shown on
the figures are the measured static pressure at the wall just downstream of
the injector (P ), and the approximate static pressure of the hydrogen (Ph),
computed by assuming that the hydrogen flow was choked in the slot and
multiplying the measured hydrogen injection manifold pressure (Pth) by
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P/Py = 0.528 (for M = 1). When the P;, so computed is less than Py, the
injection must have been slightly subsonic (M < 1); when P, >> Py, the
hydrogen jet undoubtedly became supersonic immediately after leaving the
slot. Therefore, it appears likely that at each flow rate, the 15-mil
(nominal) slot gave slightly subsonic injection, the 10-mil slot gave
approximately sonic injection, and the 5-mil slot (typical for most of

the data in this report) produced a sonic jet that rapidly expanded

to Mach 1.4-1.6. It is postulated that the 5-mil slot is poorest for pene-
tration because a normal shock wave probably occurs in the jet relatively
near the wall and thereafter the hydrogen's dynamic pressure, and hence
penetration capability, is smaller., Further investigation of the in-
jection process is required.

Axial Injection. Early in the test program a series of runs was
made with brass test sections in a preliminary investigation of the re-
lative merits of axial as opposed to radial injection. Test section
geometries are illustrated in Fig. 2, and the run conditions for axial
injection are included in Table 2. Results for axial injection through
a 5-mil slot into Mach 2 air for a 3.4-in. test section length at three
hydrogen flow rates are presented in Fig. 10. Comparing Fig. 10(a) with
Figs. 6(a), 7(a), and 8(a) shows that mixing, as characterized both by
maximum concentration at the wall and extent of penetration, was poorer
with axial injection. 1In Fig. 10(a) maximum hydrogen concentrations at
the wall are almost proportional to M, whereas in many cases a decrease
was obtained with radial injection; however, V, and M profiles [Figs. 10(b)
and 10(d)] do not decrease as much with increased fy, as they did with
radial injection because of the initial axial momentum of the fuel and the
fact that weaker shock waves occurred near the injector in the axial case.
The density profiles [Fig. 10(c)] also reflect these effects.

Normalization of Concentration Profiles for Axial and Radial Injection,
One of the curves Forstall and Shapiro (Ref. 27) used to correlate concen-
tration and velocity profiles for axial injection of helium-air mixtures at
the center of a subsonic air stream was the probability curve; for wall
injection this equation becomes

2
vy = 0.5/
max

where x is the radial distance from the wall, Y is the local concentration
at x, Yya, is the maximum (wall) concentration, and xp is the distance from
the wall at which the concentration is half the maximum. Figure 11 is a
normalized plot of the axial injecfion data from Fig. 10 together with data
obtained with a 0,775~in.-long brass test section. Most of the data points
fall quite close to the probability curve, except those for my = 0.016 1b/sec
and the 3.4-in. length (the more divergent set of x's). However, the prob-
ability curve does not correlate the results for radial injection shown in
Fig. 12. Comparison of Figs. 11 and 12 again shows that superior mixing is
achieved with radial injection; normalized concentrations are greater for



radial injection at a corresponding radial position for x/xH > 1.

Regardless of agreement with the probability curve, the normalization
technique is useful for two reasons: it establishes the general shape of
a concentration profile as soon as at least two experimental points are
known, and it serves as a check on the general consistency of experimental
data,

Mach 3 Inlet Air

Air Flow Without Hydrogen Injection, Profiles for a Mach 3 air flow
rate of 1.97 1b/sec are presented in Fig. 13 for test conditions given in
Table 3. These profiles are not as smooth as the corresponding Mach 2
profiles (Fig. 5), in part because of the increased difficulty (caused by
partial freezing of the air pressure regulator) in maintaining the higher
air flow rate required to keep test section static pressures greater than
atmospheric, and in part because of the increased forces on the sampling
probe, However, the profiles are generally similar to those obtained at
Mach 2,

Radial Injection at 0.0l0 1lb H,/sec. Profiles for a series of runs
with 1.99 1b/sec of Mach 3 air and my = 0.010 lb/sec (overall equivalence
ratio 0.15) with radial hydrogen injection through a 5-mil slot are pre-
sented in Fig. 14. Only two of these sets of profiles (at z = 2.9 and 5.9
in.) were obtained with the stainless steel sections. In order to at least
estimate Ey and V. for this Mach 3 case, earlier data obtained with somewhat
oversized brass test sections, and in some cases slightly different ty and
m,, were used for other lengths (Table 3). Because of various test problems,
the Mach 3 profiles were irregular. Therefore, before differentiating them
for E4 and V. determinations, they were smoothed by hand.

Determination of E, and Vr

d
Computations of E4 and V. were made for the Mach 2 case with radial

injection using the data of Figs. 6, 7, and 8 and the procedure previously

described. Results obtained for @y = 0.005 and 0.010 lb/sec are shown in

Tables 4 and 5. 1In each table, Case 1 (from Ref. 1) was obtained by evaluating

the axial variation of the integral in Eq. (18) using a fourth-order truncated
Laurent polynomial in 1/(z + a); the second set was obtained using a second-

order polynomial . The order of the polynomial  fit can be up to one less than

the number of axial stations available; however; the greater the order of the

polynomial ., the more frequent and extreme can be its oscillations and the more

erratic the derivatives. Thus, use of a lower order least-squares fit smooths
the experimental data at some risk of losing details of the distribution.

Case 1 in Tables 4 and 5 shows considerable variation in Ej and V. in
both the radial and axial directions, and in some regions even physically

unreal negative values of E;, so that they can be used only to estimate trends,
which must be confirmed by the numerical integration techniques described below
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before being accepted. The negative Egq values undoubtedly result from the
difficulty in obtaining axial variations from only a few widely spaced test-
section lengths, and especially the difficulty in obtaining the proper slope
at the end points, The irregularities that occur at large distances from the
wall can be ascribed to sensitivity to small measurement errors when the
concentration profiles approach zero. The initial station, 0.05 in., also

is suspect, because it represents only 10 slot widths downstream and may be
strongly affected by an injection shock wave. The remaining values of Egq
suggest that variation in the radial direction dis more significant than
variation in the axial direction. Similarly, V_ varies more strongly with =z
than with r.* Accordingly, various combinations of Ed(r) and Vr(z) profiles
were tried, and the simple models shown in Fig. 15 were found to do a reason-
able job of reproducing downstream experimental concentration profiles when
used as input to the numerical integration routines. The results, to be pre-
sented later (Tables 8-11), show that small changes in E4 or V. can result

in large changes in Y; therefore, the simple models were considered adequate
first approximations.

In Case 2 in Tables 4 and 5, the 0.05-in. length was omitted in addition
to using a second-order (rather than a fourth-order) polynomial . Fewer
negativervalues occurred and results are more regular and substantiate the
general trends shown in Fig. 15, which had been chosen earlier based on Case 1.
In Table 6, for my, = 0.015 lb/sec, only a second-order polynomial could be
used because data were available for only 3 lengths.

Comparison of curves A and B in Fig. 15(a) shows that for Mach 2 air
at 1.06 1lb/sec, the peak E4 increased by almost an order of magnitude when
the hydrogen injection rate was doubled (from 0.005 to 0.010 lb/sec), but
a further 507 increase in hydrogen flow rate (to 0.015 1lb/sec, curve C)
increased the peak E4 only an additional 30%. Such an effect suggests that
for these test conditions, a critical turbulence level is reached at an in-
jection rate between 0.005 and 0.010 1lb/sec. Determination of this critical
level would be very important in the design of practical combustors.

The Eq and V_ profiles for Mach 3 air at 1.99 1b/sec and a hydrogen
injection rate of 0.010 1b/sec (curves D in Fig. 15) are very similar to those
for Mach 2 air at 1,06 1lb/sec and a hydrogen injection rate of 0.005 1lb/sec
(curves A). This result suggests that at the same small overall hydrogen/air
equivalence ratio (ER ~ 0,16), the inlet Mach number may not greatly affect
E,. For simplicity, Ey is considered to be the sum of the actual eddy dif-
fusivity of mass (E4) and the molecular diffusivity (D), because Eq >> D
except in the laminar sublayer near the wall. At the experimental conditions,
D = 0.0006 ft®/sec (Ref. 28). Diffusivities of this general magnitude were
obtained from the experimental profiles within 2 wmils of the wall, and this

*
Actually, V. must be zero at the wall and also at the centerline; however,

ignoring these constraints appeared to be reasonable for first approximations,
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value was used throughout as Ey at the wall. Since both Ey and P reached
minimum values at the wall, the model used by previous investigators. (Refs.
12, 17, 29 and 30) in which either pE; or szd was assumed constant clearly
does not apply for the case of radial injection of hydrogen from a duct wall
into a supersonic air stream,

Solution of Diffusion and Momentum Equations

The best way to judge whether or not turbulent transport coefficients
are valid is to integrate the basic equations of change (generally numerically)
to permit comparison of profiles computed using them with those determined
experimentally. Therefore, numerical solutions of the diffusion and momentum
equations were obtained.

Numerical integration of Eq. (1ll) was accomplished by assuming stw p ?

(i.e., neglecting p'V') and by writing it in the form (again dropping the
bars for simplicity)

OE
ov oo _ o fey fi 130, 1 PPa)ay
Vr or + Vz dz Ed‘.ar +(r + p or + E, or ) Br] (27)
which may be rewritten as
dY _ 9°%Y oY
A(r,z) 3z - 322 + B(r,z) Y (28)
where
1 OF \
=_2 =1, ,1% 1 _d _ _r
A(r,z) = Eq B(r,z) = . p or + E, or E,

Equation (28) is a parabolic partial differential equation, which can be solved
numerically using the Crank-Nicolson technique (Refs. 31 and 1) in which
partial derivatives with respect to r and z are approximated at intermediate
points not part of the grid or mesh from values at six surrounding mesh points
(App. C). The values of V,, p, and 3p/3dr at any axial position were obtained
by fitting a polynomial in 1/(z + a) through experimental points at various
lengths but at the same radial position. Various values of E;(r) and V,.(z)
were used in the evaluation of the coefficients A and B. Those yielding the
best results were presented in Fig. 15. Equation (28) can be solved for new
values of Y, once the coefficients have been evaluated.

Typical values of the coefficients in Eq. (28) and the various terms
of which they are composed are presented in Table 7. Small values of A (always
positive), which will result from either large Ej or small V,, favor mixing.
The coefficient B can be either positive or negative; it is composed of four
separate terms {(columns 6-9) which result from 1) curvature, 2) compressibility,
3) Eq variation, and 4) the Vr/Ed ratio. Since the last two are much more
important than the first two, the ability of the numerical integration to
predict reasonably accurate concentration profiles is a true test of the
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correlating ability of the Ey(r) and V,.(z) models. Since variations of 1np
and ~ In E; are important, rather than their actual values, multiplication
of p or E4 by a constant factor has no effect on B. The primed coefficients
in the last two columns of Table 7 result from the change of variable from
r to w (App. C); their greater uniformity, as compared to the unprimed
coefficients, is the reason that valid solutions can be attained with far
fewer radial grid points in the transformed variable w than in the original
variable r.

Hydrogen concentration profiles obtained from numerical integrations
of the diffusion equation at various axial locations are compared with cor-
responding experimentally measured profiles in Tables 8-11. Values of Y
computed using various combinations of Ej and V. profiles are tabulated so
that the significant variations in the computed profiles, caused by only
slight changes in the transport coefficients, can be seen. Additional
perturbations of E4 and V. probably would lead to improved agreement; of
course, exact agreement cannot be expected using the simple model. Generally,
both radial and axial variationms in Ej and V. must be considered in order to
obtain exact agreement. Such detailed variations must await future refined
experiments.

The numerical solution of the momentum equation is very similar to the
diffusion equation. However, some modification is required because of three
differences: 1) the momentum equation is non-linear, so that an iterative
procedure is required, 2) the boundary condition at the wall requires that
there be no slip at the wall, and 3) the momentum equation has an additional
term, when axial pressure gradients exist in the flow. Equation (12) also
can be written in the same form as was the diffusion equation, Eq. (27), as

oE

2
o Yoy Moo [ (1,100, 1 Fa)e) Ecae
r or z 0z m| dr r p or Em dr | or p 9z
This equation may be written in a form similar to Eq. (28) as
oV, azvZ ov,
C(r,z,Vz) g =357 + E(r,z) 5% + F(r,z) (30)
where
\' oF A
=2 =1, 19 1 m _r
C(r,z,Vz) " E E(r,z) = rt p or tE 53¢ E
m m m

F(r,2) = - (g,/oE) 3P/dz

Although valid values of the eddy diffusivity of momentum (Em) were not
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determined by direct differentiation of the approximate velocity profiles,
reasonable results were obtained in some cases by assuming Eqg = Em, i.e.,
Scp = 1. Only a few integrations of the momentum equation were made because
of the increased computing time required by the iterations; the differences
between Egq and E, (i.e., variation of ScT) should be investigated in future
work using more accurate velocity data.

Simultaneous Solutions of Diffusion and Momentum Equations

The least satisfying aspect of the separate solutions of the diffusion
and momentum equations is the need to specify density profiles in advance,
which requires prior knowledge of both the composition and static temperature.
Of course, these integrations are the ultimate test of the validity of the E
and E  models. However, if T, is constant throughout the flow, the need for
speci?ying density profiles can be overcome by simultaneous solution of the
diffusion and momentum equations using the Crank-Nicolson technique and a
numerical iterative procedure. 1If oblique shock waves occur, the integration
is still possible as long as the detailed pressure variation is known. Since
initial Y and V, profiles are given, the initial static temperature can be
computed from the relationship

= . vR
T =T, Vz/2gccp (31)

m

where c = cp Y+ c (L -Y). The initial density then can be computed
using the knowB initial value of Y and Eq. (21); the initial value of 9p/or
can be obtained by numerical differentiation of this computed density profile.
Equations (28) and (30) now can be solved using these initial values of the
density, its radial derivative,and the initial value of V, for a first iteration
to give new values of Y and V, at the next axial station. Averaging the new
and initial values gives an improved estimate of the desired value of these
terms midway between the new and initial values (at the mid-point in the
computing grid). The process is repeated until no further change occurs in
the values of the coefficients at the mid-point. For the cases investigated,
two iterations generally proved sufficient. For the next integration step,
"the entire procedure is repeated using the newly computed values of Y and Vz
as initial conditions. This procedure was successfully programmed, using a
different value of the base, b, (App. C) for each of the equations, which
greatly reduced computing time. The reasonable agreement between computed and
experimental concentration and velocity profiles obtained using this technique
is shown in Table 12,

Solution of Turbulent Mixing Problems
The energy equation must be included in any general amalysis of turbulent
mixing, since Ty will remain constant only in very special cases. No attempt

was made to solve the energy equation in this investigation; however, the
method for solving it together with the diffusion and momentum equations, again
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using an iterative procedure, was worked out (see App. B). The method of
solution for the general case is rather complex; fortunately, a great simpli-
fication results when Pry and Leq (and hence Scq) are unity, since in this
case it becomes identicaT in form to the diffusion equation. For the case

of an adiabatic wall, the boundary conditions are completely analogous in
these equations, so that the procedure used for solving the diffusion equation
also may be used for this simple case of the energy equation. Thus, turbulent
mixing problems can be solved using the general iterative procedure discussed
above as long as the turbulent transport coefficients and the static pressure
are known as functions of position, and the initial conditions are given.

Of course, as previously discussed, if T, is initially constant for each
component prior to mixing, it will remain constant throughout the mixing region
(when Prq = Leqp = 1) and the energy equation need not be considered at all
(Ref. 19).

Future investigations should be made with an objective of predicting
the transport coefficients and the initial profiles theoretically, or at
least semi-empirically (for values of the various parameters within the
range of greatest interest). However, the ultimate application of this
numerical technique will be its extension to include chemical kinetics; of
course, in this case the additional complications caused by the combustion
process will have to be considered.

CONCLUDING REMARKS

The important conclusions of this work, applicable for sonic hydrogen
injection from the wall into a ducted, Mach 2 or Mach 3 air stream for the
range of hydrogen flow rates and test geometries investigated are:

1. Radial hydrogen injection results in considerably greater
penetration and mixing than does axial injection for the cases compared.

2. Penetration of the supersonic air stream at the point of
injection is more important in producing good mixing than turbulent diffusion
downstream of the injection region.

3. Normalization of hydrogen concentrations yields a reasonable
correlation of data obtained at various hydrogen injection rates and axial
lengths for a given Mach number and injection configuration; i.e., given
at least 2 (but preferably several) points, a correlation curve of character-
istic shape can be drawn. For the axial injection case, the probability
curve (Ref. 27), locatable by 2 points, correlated most of the data, but
for radial injection, the curves were skewed, showing lower concentration at the
wall and greater penetration than the probability curves.

4, For radial hydrogen injection, from a 5-mil circumferential wall
slot, the following conclusions were drawn:

a) A simple model in which the eddy diffusivity of mass varies
only in the radial direction and the radial velocity varies only in the axial
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direction gave reasonable approximations of experimentally determined down-
stream concentration and velocity profiles when used for computing similar
profiles.

b) A critical injection rate may exist above which turbulent
mixing increases markedly. For Mach 2 air, there was a much larger percentage
improvement in apparent E4q when the overall equivalence ratio was increased
from 0.17 to 0.33 than from a further increase to 0.5.

c) For a given overall equivalence ratio, the effect of air
inlet Mach number on mixing may be small. This point should be investigated
further, because it relates to an important combustor design consideration.

d) For Mach 2 inlet air, a divergent section is required to
maintain supersonic flow (even with no combustion) at an overall equivalence
ratio greater than 0.5.

5. Some tests with increased slot width (10 and 15 mils) showed
that penetration improved, presumably because the degree of underexpansion of
the jet decreased.

6. The simplified diffusion and axial momentum equations apply
throughout the flow field as long as axial diffusion is negligible com-
pared to radial diffusion, viscous normal stresses are negligible compared to
pressure, and the axial variation of the radial velocity is negligible compared
to the radial variation of the axial velocity.

7. Simultaneous numerical solution of the simplified equations
of change is feasible using the Crank-Nicolson technique.

27



APPENDIX A

BACKGROUND LITERATURE

When this work was begun in 1962, no references were found in the
open literature which treated the mixing of gaseous fuel with a ducted
supersonic stream in which axial pressure gradients existed. However,
extensive literature existed concerning the related problem of free
turbulent flows, in particular turbulent jets discharging either into
a quiescent medium or into a coaxial flow which is considered to be
infinite. These free turbulent flows represent the simplest case of
turbulence relatively free from the effect of viscosity. However, even
in this case understanding of the turbulence is not complete (16,32,33).%
This appendix summarizes some of the pertinent background literature
available up to 1965.

Incompressible Flow. In 1926 Tollmien (34) obtained the first
solution for mixing in the region beyond the potential core of a turbu-
lent jet discharging into a medium at rest (based on Prandtl's sémi-
empirical mixing length theory). Schlichting analyzed the corresponding
laminar problem in 1933 (35). Both solutions depend on similarity of
velocity profiles in the region of interest. Pai (16), Abramovich (32),
and Forstall and Shapiro (27) have surveyed the extemsive literature on
jets discharging into a concurrent flow, which includes several hundred
references, in addition to discussing results of their own investigations.
Kuethe (36) extended Tollmien's results to the case of a two-dimensional
jet discharging into a moving medium and obtained an approximate method
for computing the velocity profile in the initial region of a round jet
discharging into a medium at rest, but subsequent experimental data did
not agree with his semi-empirical theory (32). Squire and Trouncer (37)
extended Kuethe's results to the case of a round jet issuing into a uni-
form stream by assuming cosine velocity profiles across the jet (elimina-
ting the need to solve the equation of motion) and integrating the boundary
layer momentum equation. Reichardt (38) proposed an inductive theory which
corresponds to a constant exchange coefficient, ¢ o’ in the normal direction
across the mixing region. GBrtler (39) applied Reichardt's assumptions and
obtained velocity profiles in better agreement with experimental results
than those initially obtained by Tollmien.

*
In this section, numbers in parentheses are reference numbers.
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Forstall and Shapiro (27) studied constant pressure mixing of a
circular jet with an annular coaxial stream; they confirmed the exist-
ence of the cosine velocity profiles and showed that concentration
profiles were of similar shape for the conditions of their experiments,
Turbulent Prandtl and Schmidt numbers were found to be approximately
0.7, independent of their laminar counterparts, and the nature of the
experiment. They presented an extensive literature survey and outlined
the three principal historical methods for analytically attacking prob-
lems of jet spreading as follows:

"1) Point-source diffusion of momentum, material or tempera-
ture, using equations and solutions well known from the
study of heat flow. This method is valid only at dis-
tances downstream from the point of initial mixing which
are large compared to the initial jet width.

"2) Boundary-layer form of the Navier-Stokes equations, into
which are inserted various transport theories.

a) Momentum transport, using the mixing-length concept.
b) Vorticity transport, using the mixing-length concept.

c) Constant exchange coefficient, using the concept of
'turbulent' coefficients of viscosity, thermal con-
ductivity, and diffusion.

d) KArman similarity theory.
e) Statistical theory.

"Most of the extensive literature on jets and wakes is con-
cerned with this [second] approach...

¢
"3) Iuntegral equations of motion (Karman momentum equations)"

Hinze (15) showed that when the velocity of the jet and the velocity
of the ambient fluid are of the same magnitude, cosine profiles are not
a solution of the equation of motion. Abramovich (32) considered the
two~dimensional mixing in the presence of a longitudinal pressure gradient
and found that with a positive gradient, the mixing region widens more
rapidly, and vice versa, than in the case of constant pressure,

Compressible Flow. TFor a compressible fluid, the effect of density
variations must be included, greatly complicating the analysis, because
velocity and temperature effects must be considered simultaneously.

Szablewski (40, 41) theoretically investigated the turbulent diffu-
sion of a subsonic hot jet in a subsonic air stream for both the core
and the transition zones and used Prandtl's mixing length theories to
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predict velocity and temperature along the jet axis and the width of the
mixing region. Page, et al. (42) observed experimentally that for air
flowing between parallel plates at low subsonic velocities, the eddy
diffusivities of heat and momentum reached maxima of the order of 100
times their values near the wall about half-way to the centerline.
Values at the centerline were slightly below (~ 25%) these maxima. The
turbulent Prandtl number was less than unity throughout.

For low speed flow across a flat plate, Morkovin (43) found exces-
sive scatter when attempting to determine the eddy diffusivities of
mass, momentum, and heat by differentiating experimental profiles. He
was successful in a trial-and-error approach in which he estimated an
eddy diffusivity, integrated the basic equations of change, and compared
resulting profiles with experimental profiles, repeating the process
until agreement was attained,

Ruden (44) obtained the first systematic measurements of velocity and
temperature distribution in an axially-symmetric, subsonic heated turbu-
lent jet. The temperature distribution was appreciably broader than the
velocity distribution in the fully developed turbulent region. Near the
nozzle exit, the temperature distribution at the edge of the free jet
was in much closer agreement with the modified vorticity transfer theory
than with the momentum transfer theory. Corrsin and Uberoi (45) made a
detailed investigation of heated round jets at subsonic speeds which
included mean velocity and temperature distribution, and also turbulence
level, temperature fluctuation level, and temperature velocity correla-
tion. Keagy and Weller (46) studied jets of helium, nitrogen, and carbon
dioxide discharging from sharp-edged orifices into still air and found
that the difference in the densities of the jet and the medium into which
it is discharging is important. Squire's data (47) for temperature dis-
tribution in subsonic, heated jets showed that similarity in temperature
profiles was reached approximately 10 diameters downstream from the exit
of the nozzle.

Abramovich (32) mentioned studies of turbulent compressible free jets
by various Russian workers but concluded that there had been no systematic
experimental verification of the assumptions made in their various theories
and that only the velocity and temperature profiles at the cross section of
a compressible free jet had been experimentally obtained. He stated that
none of the (then) current theoretical approaches can be recommended. He
presented a semi-empirical theory which predicts the jet spreading and
velocity, temperature, and concentration profiles. He used Prandtl's hypo-
thesis concerning the mechanism of the turbulent expansion of an incompres-
sible jet, (i.e., geometric and kinematic similarity, and the proportion-
ality of the fluctuations of velocity to the mean velocity gradient) to
demonstrate that the velocity profile in a compressible jet can be normal-
ized in the same manner as in the incompressible case,.



Pai (48,49) assumed a constant exchange coefficient across the
mixing region and discussed two~dimensional as well as axially-sym-
metric jet mixing. He later discussed (50) the general problem of two=
dimensional; laminar mixing of chemically-reacting streams and numeri-
cally solved the case of subsonic mixing of streams of equal initial
velocity. For two-dimensional laminar and turbulent mixing of two gases
(16) , he obtained solutions assuming that: 1) the mixture is a con-
tinuous medium, Z) no chemical reaction occurs, 3) both fluids are per=
fect gases, 4) the boundary layer assumptions apply, and 5) pressure is
constant in the mixing zone. He also solved other specific mixing
problems, e.g., turbulent free jet mixing at constant temperature.

Alexander, et al. (51) generalized Reichardt's inductive theory to
include transport of heat and mass as well as momentum in free jets.
This apprcach linearized the equation of motion for axially-directed
momentum and thereby facilitated analytical solution of cases of free
turbulence involving complicated boundary conditions.

Schlichting (52) outlined the procedure for solving the turbulent
boundary layer equation assuming constant pressure and Em constant in
the radial direction, using an experimentally determined scale factor,
O, whose value depends on the divergence or spreading of the mixing
region. Pai (16) gave experimental results of supersonic turbulent free
jet mixing in terms of O, Vasiliu (53) presented a plot of ¢ vs M for
data of several investigators; for subsonic flows, o = 12. Considerable
spread is shown in the experimental data in the supersonic range with
maximum values of o of approximately 40 between Mach 2 and 3. The "div-
ergence of mixing" concept appears to be most useful where O is constant,
since ctherwise it merely becomes an arbitrary factor which "adjusts"
profiles obtained at supersonic speeds to conform to subsonic data.

Longwell and Weiss (26) studied the distribution and mixing of liquids
injected into subsonic air streams. They simplified the turbulent diffu-
sion equation [Eq. (2)] by assuming E, to be constant and V_ to be negli-
gible; since the flow was subsonic, tﬂe assumption that therflow was in-
compressible also was made. Analytical solutions were obtained for a
point source and for a ring source; they showed that in many practical
cases much more mixing resulted from initial spreading from the injector
than from eddy diffusion in the stream.

Recent Mixing Studies. In recent years application of supersonic
diffusion flames to ramjet engines has renewed interest in mixing of a
fuel jet with a supersonic stream. Vasiliu (53) considered turbulent
mixing and reaction of a two-dimensional supersoniec jet with a supersonic
stream. He used Reichardt's constant exchange coefficient to evaluate
E,, which he assumed to be constant in the direction normal to the flow,
and used the Crank-Nicblson method '(31) to obtain numerical solutions to
an idealized combustion problem.
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Much of the recent work has been conducted at General Applied
Science Laboratories (30,54) and the Polytechnic Institute of Brooklyn
(12,17,29,55) through their close association. Both laminar and tur-
bulent mixing problems have been considered; however, the following
factors are common in most of this work: 1) a coaxial fuel jet (except
Ref. 30, which considered a two-dimensional jet) discharges into a free
air stream; 2) no pressure gradients exist; 3) the von Mises transform=-
ations, used by Pai (49) to solve similar mixing problems numerically,
are employed to transform the boundary layer equations; 4) these trans-
formed equations are linearized; 5) except in Ref. 54, either PE, or
P Em is assumed to be constant in the radial direction; 6) no initial
radial variation of velocity or concentration éccurs in either stream; and
7) turbulent Prandtl and Lewis numbers are assumed to be near unity, so
that the energy equation reduces to the same form as the diffusion and
momentum equations. Since no body of experimental data is available for
fuel injected into a supersonic air stream, much of the data for testing the
theories are. for the case of subsonic and supersonic injection into a
quiescent medium, or in some cases into a subsonic secondary stream.

An important problem common to all of this work is that the turbu-
lent boundary layer momentum equation does not apply across
the initial region of the jet where a potential core still exists and
large pressure gradients (and shock waves) occur; the equation applies
only after the central jet has become fully developed (all boundary
layer). Zakkay (17) recognized this limitation in his experimental in-
vestigations of coaxial mixing and did not consider the initial region
of the jet, or the region downstream where shock waves exist. Libby (54)
used a compressible transformation of Prandtl's empirically determined E
for incompressible flow to determine the E, and Eq (assumed equal) for
compressible, coaxial-jet mixing and obtained good agreement with subsonic
mixing data.

Kleinstein's analysis of coaxial laminar jets (55) was compared with
the finite difference solution obtained by Pai (49) and agreed reasonably
well for the particular example considered. His coaxial-turbulent-jet
analysis (29) differed from Libby's in that he considered the eddy kine-
matic viscosity in terms of compressible flow variables and an arbitrary
constant, determined experimentally. This approach did not rely on an
extrapolation of empirical data from incompressible flow as did Libby's.
He obtained reasonably good agreement for the case of subsonic discharge
into a medium at rest. Only two cases of supersonic jets were included
in the comparison of his theory with experimental data, both discharging
into a medium at rest. Mach 1.5 data deviated only slightly from his
analysis, but Mach 2.6 data showed considerable deviation.



Zakkay, et al. (17) experimentally determined Egs Ep, Leq, and Scq
for the coaxial turbulent mixing of dissimilar gases; the central jet
was subsonic or supersonic and discharged into an outer Mach 1.6 air
stream. Various gases were used in the central jet. 1In general, the
method was inconsistent because T, was assumed to be constant throughout
the flow in the computation of V, ahd p (implying that Scp and Lep = 1.0)
and these values were then used for computing Scy and Lep in some cases
greatly different from unity (19). The method used required evaluation
of the second derivatives of V, H, and ¥Y; it was applied only at the center-
line since 9p/dr, which could not be evaluated elsewhere, was zero there
because of symmetry. Extensive profiles could not be obtained due to
limitations on instrumentation and run time (1 min). An estimate of Ey(r)
was obtained by using Forstall and Shapiro's cosine profiles (27) and
assuming the density to be constant (even though the flow was compressible).
These cosine profiles were shown to give asymptotically incorrect des-
criptions of the velocity decay; however, this approach did demonstrate a
radial dependence of E,. A relation for representing average values of
the Eq and E;, for a given cross section of the mixing region was presented;
Ep ~ Eg =~ K r%fVC, where r% is the half boundary of the mixing region of

the jet, Vs is the ratio of V at any point on the centerline of the inner
jet divided by the initial velocity of the external jet, and K is a comstant,

Schetz (30) obtained numerical solutions for a two-dimensional (x-y)
free jet (hydrogen in air) and for the related case of a two-dimensional
constant pressure jet at the centerline of a duct. Equilibrium chemistry
was considered and the channel contours necessary to maintain constant
pressure wjth heat release were obtained. A linearization technique was
used and szm was assumed proportional to the maximum mass flux difference
at each axial station.

For coaxial injection along the centerline, Zakkay (18) found that
En varied significantly in the radial direction when the injected gas
was either much lighter or heavier than that of the outer stream. Radial
variations were much smaller when both gases had approximately the same
molecular weight, and € = pE, was found to be a weaker function of radial
position than E_ itself, although considerable variation in € occurred in
the hydrogen-air system.

Forde (56) studied mixing in coaxial supersonic compressible streams
of CO; and air for the region from the nozzle exit to the end of the
potential core. He used the mixing similarity parameter, 0 (determined
from measured velocity ratios), to correlate his data. Average values of
o varied from 15 to 18 as M for the inmer CO, jet varied from 1.47 to
1.62 in a Mach 1.62 air stream. Experimental values of Scq were near 0.92.
H=> concluded that subsonic turbulent mixing theories were applicable for
his supersonic conditions when 0 was determined empirically.
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APPENDIX B
THE ENERGY EQUATION

The energy equation must be included in any general analysis of tur-
bulent mixing because in general T; will not be the same for the various
streams prior to mixing. For steady, axisymmetric flow, the energy equation
may be written in the following form for 1nstantaneous quantltles (Ref. 1)

Y.
3h dh _ 13 3T i
pVr 3;'+ pVz 9z r or [k or + 2 pD rh, i or }-+

BY
—a-a;[kg—T+ZpDh Y il+Vrg—§+V -§—§+§ (B-1)
This equation is considerably simplified if the following assumptions, which

are analogous to those discussed with regard to the simplified diffusion and
momentum equations are made: 1) energy transferred in the axial direction by
conduction and diffusion is negligible compared to that transferred in the radial
direction; 2) viscous normal stress and dV,/dz are negligible; and 3) V,(dP/0z) >>
Vr(9P/dr). Assumption (2) &llows 31mp11f1cat10n of the dissipation functlon 3,

which becomes

0 BVZ
b~ 2c | 31 (B-2)

Using these assumptions and time-averaging the resulting equation in the
usual way yields (Refs. 1, 19)

3h dh dh
W oeta4gv f£-12(5 .t
PV, &% T PV, 9z r or (p T
Y dv 2
19 1 — - i 1 r Z
T 5;'[§ (1 B LeTi )pEdi rhi ar T - PrT )pEm 2gc or ] (B-3)

1. Determination of E;, Prq, and LeTi

Equation (B-3) can be integrated in an identical manner to Eqs (18) and
(19) to give r

S H S
é— B- h rdr = BE r E—E +
oz z t h = pr
r* r*
1 = aYi 1 - rsVz avz}
z]1- E h, —+ |1 - =—| pE — B-4
[i ( LeTi) PRa%s i 3¢ Pr,, Pen g. Or r (B-4)
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if the flow is adiabatic, the first flux Eerm on the right-hand-side of this
equation also is zero when evaluated to r . This equation can be used to
determine Prq and Leq. if experimental stagnation temperature profiles are

i

available. Of course, for cases in which E£ was not constant_throughout the
flow, these profiles would be required for. compqgatlon of T p, and v,. The
stagnation enthalpy, ht, could be computed from T, using the relatlons

T,
ht =f cp.th (B-5)
i 7 i
ref
h =73 ? 'E (B-6)
t i

ty
where the Cp; are, of course, functions of temperature, and the static enthalpy
could be computed from the relation
VB
z

. 2
1 [

h, =h_ -
i t

(B-7)

N

Since Edi and E can be determined from Eqs. (18) and (19), ScT. can be
determined from the relation ScTi = E /Edl' LeT can be eliminated from Eq (B-4)
using the identity LeTi = PrT/ScTi and Eq. (B-4) solved for Pry (= Em/Eh)
Once Prp has been determined, Ey and LeTi can be computed completlng the

determination of turbulent transport coefficients.
2, Method for Solving the Energy Equation

For a binary mixture, the energy equation can be written in a form ana-
logous to the diffusion and momentum equations (again dropping the bars) as

aht azh Bht
L(r,z) Y ai Tg + M(r,z) S5t + N(r,z) + P(r,z) (B-8)
*
= ry . = v . - Y - (pYS'R' = - ™
E, = K/p Cps cp ? cpiYi’ K % KiYi, (er) hi Ki OT/dr
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where

L(r,z) =Pry V,/E_

T
22) =7 pdr E_ Or Pr,, Or 't E
m T m
dPr v
_ A1 T - L
= E(r,z) - Pr 57 + (1 PrT) z
T m
aayi V. 4 dh 1 1 aLeT oY,
N(r,z) = (LeT-l) Zhi Py +. B(r,z) + a"‘ h. or * Ie (Le _1} T ]ar
1 i T T
v_193%v dvV_|® v dPr,.1 dV
= _Zz z 1| =z _r 1 1 T z
P(r,z) = (PrT-l) gc ar= + Vz or + [E(r’z) + Em + PrT PrT-l) or ] or

where i designates either hydrogen or air, and B and E are the coefficients
defined in Eqs. (28) and (30).

For the case of an adiabatic wall, the boundary conditions for Eq. (B-2)
are analogous to those for the diffusion equations. At the wall, 3h(r,,z)/3r = 0,
and dh¢(ry,2z)/or = 0, since V, = 0. Symmetry at the centerline requires that
dh(0,z)/dr = 0 and 3hy(0,z)/dr = 0. Therefore, Eq. (B-2) can be solved by the
same general procedure used for Eq. (28), provided that the coefficients are
evaluated using experimental profiles. Unfortunately, second derivatives of
both Y and V, are needed to evaluate coefficients N and P. Although these terms
can be evaluated from experimental profiles, the alternative procedure of
solving the diffusion, momentum, and energy equations simultaneously, which
avoids the need for differentiation of experimental profiles, is clearly more
desirable. In this case Prp and Leqp must be known functions of position as
well as Eq, E,, V., and P. 1In addition, either the stagnation enthalpy h¢
or temperature T, must be given (or estimated) at the initial axial location
as well as the Y and V, profiles.
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APPENDIX C

NUMERICAL INTEGRATION OF PARABOLIC
PARTIAL DIFFERENTIAL EQUATIONS

Diffusion Equation

The application (Ref. 1) of the Crank-Nicolson technique (Ref. 31)
to the solution of the diffusion equation, Eq. (28), may be summarized
as follows. Partial derivatives with respect to both r and z are
approximated at intermediate points (e.g., point P) not part of the grid
or mesh from values at six surrounding mesh points [e.g., point (j,n)].
Lines of constant z are designated with n's and lines of constant r with
i's.

j-1 i i+l
., | I ——
nt+1 4 : T n+1

e

-\FP Az

n S| I l )9}

—h— T ! ) v

£ g

Fig. C-1 Illustration of the Mesh.

The first derivative of Y with respect to z at point P is approxi-
mated by

(v /32), = (Yj,n_H - Yj’n)/Az (c-1)

Similarly,

@Y/3r) 5 4y = (Yj+1,n+1 B Yj-l,n+1)/2Ar €-2)
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and another equation is obtained at point (j,n). Then 3Y/dr at P is
approximated as the average of the derivatives at point (j,n+l) and
(j,n) as

@t/or), = 2 [(Eﬁr/ar)j,n+1 + (aY/ar.)j’nJ

~ (C -3)
= ' Y .

=Y, - lah
ULl T Nislntl T Vgt T Yieln ] £

In a similar manmer, 3°Y/3dr® at P is obtained from first differences
evaluated at points d, e, £, and g; for example,

(aY/ar)d = {Yj,n-l-l - Yj-l,n+1)/Ar -4

and similar relations apply at e, f, and g. Then at (j,nt+l),

/ey - (( 2t far | - (ay/ar)d]/Ar =

(c-5)

2 ‘/(Ar)z

- +
Ysrt,ml ~ PVg,ni1 T Vo104

A similar equation is obtained at (j,n), and 3®Y/3r® at P is approximated
as the average of these derivatives. Using this result with Eqs. (C-1)
and (C-3), Eq. (28) can now be written as a finite difference equation
with the coefficients of the various Y's grouped together:

B 1

B A 1 B 1
AAr T 2(a0)° | Yj-l,o41 T (Az T n? ] Y0t (4Ar T 0 ® | Y1,
B __1 | A _ 1 B 1 - (C-6)
“liar T 207 Vi1 T (Az @o?| Y50 tlaar Y 2007 Yi41,m

If both sides of Eq. (C-6) are multiplied by 2(Ar)?, it may be written

+ + =
By Yyet,oe1 TPy Yy TS Yy, T T -7



where

My=ay Yy gn* (bj - 4) Y07 Yyarn (c-8)
and

ajE%BAr- 1 bj = 2A (Ar)®/0z + 2

cj =« (% BAr + 1)

The coefficients A and B are evaluated at P; Eq. (C-8) contains only
known Y's, since initial boundary conditioms at z = 0 must be given to
start the integration; that is, 7, is always known. Eq. (C-7) can be
solved for the various Y's most simply by setting up the system of equa-
tions as a tridiagonal system (Ref. 31) and solving by a normalized form
of Gaussian elimination (Ref. 57) once the boundary conditions Y(0,z) and
Y(xry,z) (which occur at j = 1 and j = M) are specified. The conditions
dY(0,z) /or = 0 and 3Y(r_,2z) /dr = 0 are introduced into the difference
equation through Taylorvs series expansions about the boundaries. At the
centerline, the result,* neglecting terms of second order and higher in

Ar, 1is

(aY/ar)O = - |y, -4y, + 37, [2Ar = 0O -9

2

At the wall, since the expansion is about point M where the value
of r is greatest, the values of term Ar in the Taylor series expansion
are regative, hence the sign changes

- 4y, + 3%, )/28r = 0 (c-10)

@¥/3r)y = Yy, = 4%y

Substituting j = 1 in Eq. (C-7) and j =M - 1 in (C-8) and using

Eqs. (C-9) and (C-10) to eliminate YO and YM gives

%*
The second subscript nt+l is omitted from the Y's since it is common
to each of them.
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(-1 - m1/3) Yz, w1 FPue1 T4 Cw1/3) Yot mer = Mo

Defining these special coefficients by the relations

1]

b =4 a, /3 +b,; c, =¢ - a /3
Aa1 = Aoy T Oy-1/3s by-1 = bByy 4 oy /3

allows Eq. (C~7 ) to be written in matrix form as

QY =1

€-11)

€-12)

(c-13)

The technique for solving Eq. (C-13) for the various Y's is demonstrated
by considering only four values of j, which illustrate each of the two
different types of regions: boundary and interior. It may be readily

generalized to any number of j's. The tridiagonal matrix Q in this
simple case becomes

bl ¢ © B, 0 0 © 1 0 0
by cg O 42 Bz 0 O 0 1 Us
Q= = LU =
az bz c3 0 43 Bs O 0 0 1
0 0 a'! hb 0 0 £ B 0 0 0

Carrying out the matrix multiplication L x U indicated in Eq. (C-14), and
associating the elements with corresponding elements in Q yields relations

from which the B's can be determined as

By = b'; Bg = by = agey/By; Bs = by - azcy /Ba; By = bl - alcalBa

Nowv let
Yo 0 1 Uy O Yo
Y = Ya = IIY = 0 1 Ua YS
A 0 0 0 1 A
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and write

Ly=T - (€c-17)

Expanding these matrices, substituting the terms obtained from Eq. (C~14)
and equating corresponding terms yields

T|1 N, = azm Mz = az¥z N - alYs
Y, = f& 3 Ya v T HIAA TR (€-18)

'

Expanding Eq. (C-16) and using terms obtained from (C-14) gives

Y, =Y, -cYy/Bys Yo = Yo - ca¥a /By Yo ™ vs - ca%/Bas u = v (c-19)

Equations (C-15), (C-18), and (C~19) may be generalized to include
more than four radial positions by writing

By = by By = bj - ajcj_l/Bj_l j=2,..., M-1 .(C=20)

Yy, =T/, A ny - ajyj._llaj = 2,000, M=1 (c-21)
Y-l = Yy g Yj =vy - chj+1/Bj j = M-2,..., 1 (€=-22)
where b, , ¢, -1° and bM .1 are understood to be primed quantities.

The various B's and v's are first determined using Eq. (C-20) and
(C-21), then the term Y, . is computed and each preceding value of Y
by using Eq. (C-22). ]31;;'i \lihis procedure M-1 simultaneous equations are
solved for the M-1 values of Y.

Momentum Equation

The numerical solution of the momentum equation, Eq. (30), is similar
to the foregoing, but some modification is required because 1) the momen-
tum equation is non-linear, so that an iterative procedure is required,
2) the boundary condition at the wall requires that there be no slip at the
wall, and 3) the momentum equation has an additional term if axial pressure
gradients exist in the flow. Since Eq. (30) is identical in form to Eq. (28),
except for the added term F(r,z), Eq. (C-6) may be applied by simply changing
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the "Y's" to "V 's", adding the term F(r,z) to the right-hand side,
and changing A to C and B to E. When the equivalent of Eq. (C-6) is
multiplied by 2(Ar)2, there results

eV, . + £V, +g, vV, =G (c-23)
32501, 1 3 g, T ZFg1,

C.=-e,V + (£, ~4) V -g, V + h, (C-24)
] 3 %521, n J 3, n 3 31, n 4

e = 3EAr - 1 f_j = 2C (Ar)2/Az + 2

g; = - (EAr + 1) by = 2(00)? F

The boundary condition along the axis, aVz (0,z)/ar = 0, produces,
when j = 1, an equation analogous to (C-11).

Unlike the diffusion case (no mass flux to the wall), a momentum
flux to the wall exists because of friction. The boundary condition
becomes V_(r ,z) = 0. Therefore, when j = M-1, V. =0, and Egq. (C=-23)
_simply-be%oﬂgs ZyM

" Gy ©-25)

e v + V.
M=l zy o bl -1 Zya1, wHl

Therefore, the special primed coefficients for the momentum equation
become

4 o 1 —
fla 53—31 + fl; gll =g1 __3.e1; eIM-l = e}d—l; and flM-l = £M"1

Equation (C-23) can now be written in matrix form analogous to Equation
(C-13) and solved by the same technique of normalized Gaussian elimina-
tion [see Eqs. (C=20-22)]. The only difference in procedure is the need
for an iteration, which is required by the non~linearity of the momentum

equation.

is not known at point P in Fig. C-1.

value of V
using equa
average of
and so on.
three were
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£1ions analogous to (C-20-22).

Initially the value of the coefficient C, which depends on V_,
For the first iteration, the knowa
at j,n is used in computing C, and a V_ is obtained at j, ntl
For the s&cond iteration, the
these two Vz's-is used in computing an improved value of C,
Test cases showed that three iterations were sufficient; ‘so
used in subsequent calculations.



Variable Grid Spacing

Initial solutions of the diffusion equation showed the need for very
fine mesh near the wall because the required boundary condition d3Y/3r = 0
was approached by the experimental data only in the region extremely close
to the wall [see Figs. 6(a) and 7(a)]. The finer the mesh spacing, the
smaller was the region influenced by the boundary conditions and the
better the agreement between computed and experimental profiles. Since a
fine mesh increased computing time significantly, a logarithmic .vari-
tion in spacing was obtained by changing the variable in the partial
differential equation from r to a new variable w:

(r =v)/r
w=hb ¥ v (C-26)

so that

r=r + Un w/a ‘== (4n b) /rW (§-27)

The base, b, was an arbitrary constant; its value depended on the application.

The transformation will be illustrated for the momentum equation
(the diffusion equation is identical in form but with the term F = 0).
The change of variables was made in Eq. (30) by writing it as

ov ov \ ov
z

- |z d¥W —z dw -
¢ oz or | ow dr +E aw dr +F (c-28)

which can be expanded and rewritten to give

c' v, /faz = azvz/aw?' +E' 3V, fow + F' (C-29)
where
¢t = —C . gt o Eduldr +d°/dr® o, _ __F
= (aw/an)® ° = (dw/dr)? > = (dw/dr)*

Equation (C-29) is identical in form to Eq. (30) except that the variable
r has been changed to the variable w; therefore, the terms e, £, g, and h
-in Eqs. (C-23) and (C-24) can be transformed directly by substituting Aw
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for Ar, with no other change in the method of solution, as long as the
prime coefficients defined in Eq. (C-29) are used. These coefficients
were evaluated using the relations

-1/ 3
%-ab v Vo= ow; g—r—g--a%'aaw (C-30)
from which
¢C'=c/Pvw ; E'= EB/a+ 1)/w; F'=F/PW (c-31)

The effect of various values of b on the radial grid spacing is
shown in Fig. C-2; the value of w is always between b and 1.0, while
0<r< T The nearer b is to unity, the smaller is the region in which
w exists, and the more nearly linear is the transformation from r to w.

Convergence effects are illustrated in Fig. C~3.for the diffusion
equation. After an integration of 5.5 in., 101 logarithmically distri-
buted radial grid points with b = 0,001 yield a valid solution, but 101
approximately equally spaced grid points with b = 0.90 do not. The
extremely non-linear mesh resulting when b = 0,001 was not satisfactory
for solving the momentum equation, however; b = 0,90 'did yield valid.solutions.
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Table 1

Thermal Conductivity Cell Calibration

Orifice diameter, mm

Air
Hydrogen

0.523
0.201

Upstream orifice pressure, in. Hg

Air
400
400
400
400
400
300
200
100
100
80

80

Hydrogen
0

100
200
300
350
300
300
300
350
300
350

350

K (gm/sec-atm)

0. 0465
0.00178

Hydrogen concentration,
mole percent

0.0

12,1

21.6

29.3

32.6

35.7

45.6

62. 4

65.9

67.6

70.9

100.0
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Constant Parameters: CD Hydrogen Venturi = 0, 932; CD Nozzle =

Table 2

Summary of Run Conditions, Mach 2 Air

1.00

Pressure, psia

Temperature, ‘R

Computed from streamtube sums

Hydrogen Air

Axial flow, flow, m_ Injector P, P P P, P T, T, T, gty mp  Momentum,*

length, in. 1b/sec 1b/sec Cp a h hv a h hv { 1b/sec 1b/sec 1bf
A, Radial injection through 0.0052-in, slot; 1,00-in. 1. D. test section

0.05 0. 1.08 - 95 -- -- -- 13.6 {488 -- -- 1.11 - 53.0
0.0052 1.08 0.868 95 59 184 He 15.4 ] 488 509 511 1.10 0.0046 51.8
0.0107 1.07 0.904 85 116 375 =% 11.3 488 506 507 1.01 0.0127 53.9

0.4 0. 1,05 -- 95 - -- 17.8 14.0 {510 -~ - 1.07 - 52.4
0. 0051 1,06 0.815 95 64 188 16.4 15.4%|506 547 533 1.08 0,0044 51.1
0.0100 1.07 0.848 96 121 369 17.4 21.1%| 507 549 552 1.08 0.0084 47.9
0.0152 1.04 0.866 94 179 555 27.9 27.9%|507 545 546 1,12 0,0090 42.3

1.4 o= 1.08 ~- 97 -- -- 14,6 14,8 | 508 -- -- 1.11 -- 53.5
0. 0052 1.05 0.820 93 63 184 16,0 15.2 ]a88 506 507 1.01 0. 0050 48,0
0. 0109 1.11 0.834 96 128 384 26.6 23.1 474 507 507 1.15 0.0085 46,5

2.9 0. 1,04 - 94 -- -- 4.3 14.6 | 510 -- -- 1.06 - 50.9
0.0050 1.06 0.788 95 65 184 16,5 17.2 | 510 547 551 1.06 0. 0039 49,2
0.0100 1.05 0.814 96 126 368 26,8 23.6 | 515 549 §50 1.10 0.0071 45.5
0.0155 1,05 0.843 95 186 565 30.6 30.5 | 515 547 5417 1,16 0.0116 39.6

5.9 0. 1.05 -- 95 -- -- 14,6 14.9 | 511 -- - 1,06 - 50,4
0. 0050 1.05 0.777 95 65 184 16,6 19.4 1515 545 547 1.07 0. 0034 47.1
0.0100 1.05 0,809 95 127 367 26,1 26.0 ]515 547 547 1.08 0. 0080 41,9
0.0153 1.05 0.816 |95 189 557 33.8 32,2 {516 547 548 1,08 0. 0148 38.4

4

B. Axial injection through 0. 0055-in. slot; 1.04-in. I.D, test section

0.775

3.4

0.

0, 0043
0. 008%
0.016%*

0. 604
0. 008
0.016%*

P
(=3
©

1,12
1,11
1,12

96
97
97
98

98
97
98

- .- L

85 146 R
164 289 e
264 559 b

51 148 15.3
96 284 14,1
185 566 13.6

502 --  --

500 513 517
490 512 515
490 507 508

483 513 515
484 514 516
486 516 517

* Probe 1.D. was 0,013 in. for these cases; 0,010 for all others,

#¥ Data not available,

++ Computed axial momentum at exit plane of nozzle, agsuming one-dimensional isentropic expansion = 54 1bf (excluding PA term)

4+ Obtained from subsequent tests.
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Table 3

Summary of Run Conditions, Mach 3 Air
Constant Parameters: CD Hydrogen Venturi = 0. 932; CD Nozzle = 0. 960

Radial Injection Pressure, psia Temperature, °R| Computed from streamtube sums
Hydrogen Air . -

Axial ' Diam. T.est flow, my, flow, m, Injector Pt Pt Pt Pw Pwe '1‘t T ¢ T ¢ m,+my, m Momentum, +++
length, in., Sect., in. 1b/sec 1b/sec Cp a h hv a h hv | 1b /sec 1b/sec 1bf
1.65% 1.009 0.0084 1.99 0.654 | 490 138 293 15.8 17.9| 488 493 493 2.11 0.0088 124
2.9+t 1. 001 0. 1.96 -- |496 -- -- 14,5 15.6| 513 --  -- 2.08 -- 123
0.0103 1.98 0.953 | 497 109 372 19.2 18.1} 509 533 535 1.97 0. 0076 115
3.4 1.009 0. 1.96 -- 472 -- -- 13.2 13.6| 477 -- -- 1.93 -- 111
4.9 1.008 0. 1,98 -- 483 -- -- 13,7 12.8| 472 -- -- 1.88 -- 109
0.0083 2.04 0.854 (490 104 286 15.2 16,1 464 492 492 1.96 0.0050 109
5, 9% 1.001 0. 1.97 -- 500 -- -- 14,7 15,1 519 -- -- 2.03 -- 122
0.0102 1.98 0.785 497 132 372 19.4 19.6{ 510 541 543 | 1.98 0.0072 112

+ Injection slot width = 0.0047 in.; Probe I.D. = 0.013 in. ; brass test section
++ Injection slot width = 0. 0052 in.; Probe 1.D.

0.010 in.; stainless steel test section

+++ Computed axial momentum at exit plane of nozzle, assuming one-dimensional isentropic expansion = 122-128 1bf (excluding PA term)



Table 4
Computed Eq and V. for Mach 2

{(from Data of Fig. 6)

Ajr with Radial Hydrogen Injection at 0. 005 1b/sec

Distance Case 1: Five Lengths, Fourth-Order Case 2: Four Lengths, Second-Order
from Polynomial Polynomial
wall, Axial length, in.: Axial length, in:
mils 0.05 0.4 1.4 2.9 5.9 0.4 1.4 2.9 5.9

a) Ey, Eddy Diffusivity of Mass, (ft? /sec) x 10°
0 0 0 0 0 0 0 0 0 0
5 25 23 2 13 -24 9 17 7 1
10 29 27 8 20 -29 11 23 12 7
15 35 34 14 23 -35 16 30 13 18
20 41 42 19 29 -44 24 34 17 31
25 49 45 23 39 -57 26 34 22 40
30 102 26 24 50 =72 18 31 27 46
35 235 22 24 87 -84 20 28 32 49
40 4720 19 22 93 -95 26 25 42 51
45 11200 13 21 128 -110
50 9300 -5 21 165 -130 33 24 70 64
70 -46 46 139 137
100 0 0 93 899 -581 0 146 316 245
b) V., Radial Velocity, ft/sec
4] 0 0 0 0 0 0 0 0 0
5 13 5.5 0.2 2.0 -2.1 2.6 1.0 0.5 0. 04
10 26 6.1 0.8 3.6 -3.5 3.6 1.7 1.1 0.5
15 23 4.6 1.4 6.4 -7.0 3.7 2.1 1.8 1.2
20 18 0.9 1.7 9.3 -8.5 3.2 2.4 2.4 1.9
25 15 -4.2 1.8 10 -9.6 2.6 2.6 2.9 2.5
30 6.6 -1.7 2,2 12 -11 1.6 2.1 3.3 2.9
35 0.1 -11 2,6 13 -12 0.3 2.7 3.6 3.3
40 ~3.2 -15 2.7 14 -13 -1.3 2,5 3.8 3.6
45 ~-3.9 -19 2,17 15 -15
50 ~4.0 -23 2.4 16 -16 -5.4 1.8 3.7 4.0
70 -11 -0.1 3.2 3.9
100 -40 -39 -1.4 17 -19 -14 -2.5 2.2 3.5

53



Table 5

Computed E , and Vr for Mach 2
Air with Radial Hydrogen Injéction at 0. 010 Ib/sec
(from data of Fig. 7)

Distance Case 1: Five Lengths, Fourth-Order Case 2: Four Lengths, Second-Order
from Polynomial Polynomial
wall, Axial length, in.: Axial length, in.:
mils 0.5 0.4 1.4 2.9 5.9 0.4 1.4 2.9 5.9

a) E,, Eddy Diffusivity of Mass, (ff /sec) x 10°

0 0 0 0 0 0 0 (] 0 0
5 3 317 13 20 -81 13 47 18 -46
10 -12 46 24 35 -152 23 88 30 -97
15 -443 132 95 18 -66 57 215 37 -107
20 395 127 171 4 15 52 290 51 -115
25 287 142 206 1 48 58 307 73 -106
30 162 173 224 15 36 78 321 82 -86
35 115 247 208 38 8 126 300 86 -81
40 127 231 164 67 -37 126 234 90 -78
45 249 200 131 105 -97 112 189 101 -74
50 1360 195 119 153 -161 117 184 116 -68
100 0 0 29 404 -763 0 229 118 21

b) Vo Radial Velocity, ft/sec

0 0 0 0 0 0 0 0 0 0
5 18 20 2 -0.2 -0.2 5.9 4.5 .53 -1.0
10 76 26 6 -2.5 2.8 11 8.1 .95 -1.9
15 129 31 11 -4.9 6.3 16 11 1.2 -2.6
20 159 34 14 -6.8 9.9 19 13 1.4 -3.1
2 169 34 17 -8.1 11 22 14 1.6 -3.4
30 152 33 18 -8.7 13 24 14 1.7 -3.6
35 106 33 19 -8.8 13 27 15 1.8 -3.17
40 60 32 18 -8.5 13 30 15 1.9 -3.6
45 30 31 18 -8.0 12 32 15 1.9 -3.6
50 9 30 18 -7.5 12 34 14 1.9 -3.4
100 -5 25 10 -3.1 4.9 30 8.9 1.2 -2.1




Table 6

Computed E , and Vr for Mach 2
Air with Radial Hydrogen Injection at 0. 015 1b/sec
(from data of Fig. 8)

Distance Three Lengths, Second-Order
from Polynomial

wall, Axial length, in.: .
mils 0.4 2.9 5.9
a) E,, Eddy Diffusivity of Mass, (£ /sec) x 10°
0 0 0 0
5 10 7 -2
10 16 11 -4
15 30 23 -8
20 59 42 ~-14
25 118 69 -17
30 98 123 -18
35 73 231 -15
40 78 372 -13
50 107 153 -2
60 151 80 15
80 250 100 39
100 412 86 53
120 368 61 55
140 0 25 20

b) Radial Velocity, ft/sec

0 0 0 0

5 2.0 0.4 0. 02
10 3.3 0.7 -0. 06
15 4.9 0.9 -0.2
20 6.6 1.1 -0.3
25 8.3 1.4 -0.4
30 9.9 1.6 -0.5
35 11 1.8 -0.5
40 12 2.0 -0.4
50 14 2.3 -0.2
60 14 2.6 0.04
80 14 3.0 0.6
100 12 3.0 1.2
120 8.9 3.0 1.7
140 0 2.6 2.0

55




9¢

Table 7

Typical Values of Coefficients Used in Solving Diffusion Equation*

Calculations for Data Presented in Fig, 7T at L = 2.9 in.
Integration started from L = 0.4 in,; EdI (see Table 9) and VrI = 15 ft/sec; Radial grid points = 101;

b = 0.001; Initial Az = 0.0031; Maximum Az = 0.09 in,;

Criteria for increasing Az by Y2: Ywall, n+l " Ywa]l, p <001
. E, V p | ¥ 2inp 2mE, -V IE, A, B, A B'
Distance d z r or 3r d rd
from wall ft®/sec ft/sec 1b/ft®] ft~? ftt ft-t ft-t ft-* ft? ft
mils
o** 0.0006 1018 0.097/24.0 -200.8 -26,400 -25, 300 1,700,000 -51,800 61.7 -312
7.6 0.018 1146 0.105|24.4 -93.7 -3,950 -849 64,200 -4,870 2,88 -31.6
16.1 0.123 1193 0.111|24.8 -68.5 -1,660 -124 9,730 -1,820 0.55 -12.5
25.8 0.253 1222 0.116[/25.3 -52.0 -280 -59.9 4,830 -366 0.36 -1.73
36.9 0.231 1244 0.121{25.9 -39.3 364 -65.7 5, 390 285 0.54 4,53
50. 1 0.150 1249 0.126(26.7 -32.0 443 -101 8,330 337 1.21 6.06
66.2 0.134 1271 0.131|27.7 -32.6 359 -113 9, 500 241 2.15 6.13
87.0 0.113 1286 0.140{29.1 -38.2 216 -134 11, 400 73.0 4,58 4,79
116.2 0.100 1313 0.151{31.3 -26 5 88.2 -152 13,100 -58.6 11.9 3.22
166.0 0.100 1367 0.167]35.9 -15.6 64. 3 -152 13,700 -66.9 48.9 5.91
500.0** 0.100 1297 0.169] -- 0.3 0 -152 13,000 -- 472, 100. --
* A=%: ; B=%+£—_znp+;—rzn Ed-E—: [see Eq. (28)]
At=A (gl:-)-a ; Bt= B(&ﬂr)-1 + jaf (g_‘:)-a [see Appendix C]

** Coefficients computed for end points were not used; concentrations were obtained from boundary conditions.
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Table 8

Comparison of Experimental and Computed Concentration Profiles at Three Downstream Stations
Radial Hydrogen Injection, Mach 2 Air (Fig. 6); Injection Slot = 0. 0052 in., x'nh = 0.005 lb/sec, x'n;‘l = 1.06 1b/sec

z=0.4in z = 1.4 in. z=2.9in. z = 5.9 in,
Distance ies
from wall Initial
mils ’ Profile Computed Computed Computed
Yexr.: Yexp YI YII Y‘lll Yexp YI YII YIII Yexp YI Y11 YHI
0 . 225 . 102 .072 . 088 . 117 . 060 . 044 . 049 . 064 .028 .028 .030 .033
7.6 . 151 . 092 . 067 .074 . 086 .051 . 043 . 046 . 054 . 026 . 028 . 029 .031
16.1 .078 . 074 . 058 . 053 . 062 . 037 . 040 . 042 . 045 .020 . 027 . 028 .030
25.8 . 044 . 060 . 047 .038 . 042 . 024 .037 .038 . 037 . 017 .026 . 027 .026
36.9 .012 . 040 . 030 . 020 . 024 .015 .030 . 030 . 027 .014 .023 . 022 .023
50.1 .003 .019 .011 . 005 . 009 . 009 . 017 .018 .015 .009 .018 .014 .017
66.2 .001 . 007 . 002 .001 . 002 . 005 . 006 . 006 . 008 . 006 .010 . 007 .010
87.0 0 . 002 0 0 0 .003 . 001 . 001 . 001 . 004 . 004 . 002 . 004
116.2 0 0 0 0 0 . 002 0 0 0 .003 0 0 .001
166.0 0 0 0 0 0 0 0 0 1] . 001 0 0 0
500.0 0 0 0 0 0 0 0 0 0 0 0 0 0
_Z(pYVzA)i . 0044 .0050 ,0034 .0036 .0036 . 0039 . 0045 . 0047 . 0047 . 0034 . 0043 . 0045 . 0045
i
i}(szA)i 1.056 1,014 . 994 . 994 .994 1.063 1.034 1.034 1.034 1.069 1.044 1.044 1,043
Distance Eddy diffusivity of mass, Axial !_.ength, z Radial velocity,
from wall, 12 /sec . in, ft/sec .
mils E E E V ,V andV
4 dy 4 Yoy “m
0 . 0006 . 0006 . 0006 .4 5
5 . 022 .010 . 005 .8 3
10 .027 . 025 .015 1.4 2
15 .033 . 030 .018 2.9 2
20 . 042 . 035 . 020 5.9 2
25 . 045 . 040 .030
30 . 025 .030 . 025
35 . 022 . 025 . 020
40 . 020 . 020 .018
45-500 .015 . 015 .018

*This set corresponds to curves "A", Fig. 15.
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Table 9

Comparison of Experimental and Computed Concentration Profiles at Three Downstream. Stations
Radial Hydrogen Injection, Mach 2 Air (Fig. 7); Injection Slot = 0.0052 in., rn, = 0.010 lb/sec, m, = 1.06 1b/sec

h
= 0.4 in. z=1.4in, z = 2.9 in. z = 5.9 in,
ista cos
fl:on: ‘;1:*131' Imtl_al
mils Profile Computed Computed Computed
Yex]:: Yexp YI YII YII.I Ye:n(p YI YII YIII Yexp YI YII YIII
0 .413 . 049 .051 .055 . 052 .032 .032 .026 .030 . 024 .023 .014 .021
7.6 .275 . 041 . 046 . 047 . 044 . 029 .031 . 025 . 029 . 022 . 022 .013 .021
16.1 . 186 . 036 . 044 . 044 . 042 . 025 .031 .024 . 029 .021 . 022 .013 . 021
25.8 . 110 .032 . 042 .041 . 041 . 022 . 030 . 024 . 028 . 020 . 022 .013 .021
36.9 .063 .029 . 041 .038 .039 . 020 . 030 . 023 .028 .018 . 022 .013 .020
50.1 .028 . 024 . 037 . 030 .036 . 017 . 029 .020 . 027 . 017 . 021 .012 . 020
66.2 . 006 .018 .030 . 020 . 029 .015 . 026 . 017 .024 .014 . 020 .011 .019
87.0 0 .012 .018 .011 .017 .011 . 020 .012 . 019 .012 .018 . 008 . 017
116.2 Y] . 007 .005 .003 .005 . 007 .011 . 007 .01 . 009 .013 . 007 .013
166.0 0 .003 1] 0 0 .003 .003 . 002 . 003 . 005 . 007 . 004 . 0086
215, 5 0 .001 0 0 0 . 002 0 0 0 . 004 . 002 . 002 . 002
500. 0 0 0 0 0 0 0 0 0 0 .001 0 0 0
-Z(DWZA)i . 0084 . 0085 . 0104 . 0086 . 0098 . 0071 .0100 . 0069 . 0094 . 0080 . 0094 .0053 . 0088
i
;'(szA)i 1.094 1,147 1.121 1.121 1,121 1.100 1.075 1.076 1.074 1.080 1.050 1. 050 1.050
i
Distance Eddy di.ffuasivity of mass, Axial .length, z Radial velocity,
from wall ft? /sec in. ft/sec
. ’ * * v
mils E E E V_ andV
9 4 4y Ty m n
[ 0006 0006 0006 .4 40 35
5 010 .010 005 .8 25 22
10 025 . 025 015 1.4 20 15
15 10 .10 10 2.9 15 12
20 20 .20 20 5.9 12 10
25 25 25 25
30 27 20 27
35 25 15 25
40 20 12 20
45 18 12 18
50 .15 12 15
100 10 12 10
300 10 12 10
500 10 12 10

*
Note that E and V correspond to the curves labelled "B" in Fig, 15

4 Ty



Table 10
Comparison of Experimental and Computed Concentration
Profiles at Two Downstream Stations

Radial Hydrogen Injection, Mach 2 Air (Fig. 8);
Injection Slot = 0.0052 in., m,_ = 0.015 1b/sec, r'na = 1.05 lb/sec

h
Yexp@z=0.4in. Y8 z = 2.9 in, ‘ Y&z = 5.9 in,
Distance initial * *
from wall, Profile Exp. Computed | Exp. Computed
mils , !
0 | 129 L .03 032 | .02 026
7.6 | . 103 _ .031 .031 . 024 . 026
16,1 .o72 ‘ . 026 . 030 . 023 .025
25.8 . 058 . 024 . 029 .022 .025
36.9 . 043 . 023 029 L .024 .025
50. 1 . 024 .022 . 028 | .019 . 025
66,2 .012 .019 . 027 .018 . 024
87.0 . 005 .016 . 024 .017 .022
116.2 .002 1 .o 017 .015 .019
166.0 0 .008 . 009 .013 .013
215.5 0 . 005 . 004 .011 .009
500.0 0 ] 9 . 005 . 002
iz(szA)i . 0090 0116 .0133 .0148 .0151
?(“VzA’i 1. 123 1.095 1.066 1.077 1,047

6G

&
Computed using Curves "C" of Fig. 15.
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Table 11

Comparison of Experimenfal and Computed Concentration Profiles at Three Downstream' Stations
Radial Hydrogen Injection, Mach 3 Air (Fig. 9); Injection Slot = 0, 0052 in., r'nh = 0,010 1b/sec, ma = 1.99 lb/sec

z = 1.65 in. z = 2.9 in, z = 4,9 in. z=5.9 in,
Distance Initial
fr(;nﬂ:an’ Profile Computed Computed Computed
Y
Yoz:xp Yexp YI YH YII.I exp YI YI_[ YI.I.I Yexp Y1 YII YHI
0 .084 . 053 . 048 . 057 . 052 .034 .032 . 046 .037 .032 . 027 .043 .033
7.6 .075 . 051 . 046 .055 . 050 . 030 .031 . 046 .036 .031 . 027 . 043 .032
16.1 . 0863 . 046 . 043 . 053 . 047 . 026 .030 . 045 .035 . 029 . 026 . 042 .031
25.8 .054 .039 . 040 . 049 . 043 . 022 .028 . 043 .033 . 028 .025 . 041 .030
36.9 . 040 .032 .034 . 042 .038 . 017 . 026 . 040 . 031 . 024 . 023 .039 .028
50.1 . 026 .023 .023 .030 . 027 .011 . 020 .032 . 025 .019 .018 . 032 . 023
66.2 .012 .015 .011 .015 .015 . 007 .012 .019 .016 .014 .012 .020 .016
87.0 .003 .007 . 004 . 004 . 005 . 004 . 006 . 006 .008 .008 . 006 . 007 . 009
116.2 0 .001 . 001 0 .001 . 002 .001 . 001 . 002 . 003 . 002 .001 .003
166~500 0 0 0 0 0 0 0 0 0 0 0 0 0
E(DYVZA)i . 0088 .0076 .0066 .0080 .0076 | .0050 .0067 .0096 .0085 | .0072 ,0062 .0093 0079
i
|
?(PVZA)i 2,110 1,972 1.915 1.915 1.915 |1.958 1,902 1,902 1,902 |1.980 1,913 1,913 1,913
Distance Eddy D1ff1;s1vity of mass, Axial lt.ength, Z, Radial velocity,
ft?/sec in. ft/sec
from wall, = ®
mils E d and E d E Vr Vr and V
1 I 4 1 1 "m
0 . 0006 . 0006
5 . 020 . 020
10 . 030 . 027 1,4 -- 3
15 . 040 .033 1.65 10 --
20 . 050 . 042 2.9 8 2
25 . 060 . 045 4.9 3 2
30 .070 .025 5.9 2 2
35 . 050 . 022
40 . 030 .020
45 .030 .013
50-500 .030 .010
*Note that o and V correspond to curves labelled "D" in Fig. 15.

11X I
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Comparison of Experimental and Computed Velocity and Concentration Profiles at Two Downstream Stations
Radial Hydrogen Injection, Mach 3 Air (Fig. 9); Injection Slot = 0. 0052 in,, m, = 0.010 Ib/sec, m = 1.99 1b/sec

Table 12

. | z = 1,65 in. (Vr = 3fps) z=2,9in, (Vr = 2fps) z = 5.9 in, (Vr = 2fps) T
frlzﬁt:';ii X, Initial Profile Experimental Computed Experimental Computed “Transport Coefficients
mils i Yexp v, Yexp v, Y v, Yexp v, Y v, | x, E; =E_
exp exp exp |
ft/sec ft/sec ft{sec ft /sec ft/sec | mils t? /sec
0 .084. 0* .053 1117% . 054 o* .032 1043* . 032 0* 0 . 0006
7.6 . 075 1450 .051 1313 . 053 1122 .031 1237 .032 937 5 .008
16.1 . 063 1511 .046 1394 . 048 1372 .029 1315 .030 1171 10 . 017
25,8 . 054 1581 .040 1461 . 043 1491 .028 1405 . 029 1306 15 .023
36.9 . 040 1638 .032 1509 . 036 1574 .024 1470 . 026 1417 20 . 030
50.1 . 026 1668 .023 1591 . 025 1660 .019 1533 .021 1553 ‘ 25 .035
66.2 1 .012 1735 .014 1652 .014 1747 .014 1650 .014 1680 || 30 . 040
87.0 . 003 1869 .008 1768 . 005 1834 .008 1738 .008 1777 35 . 035
116.2 0 1908 . 002 1864 . 001 1890 .003 1798 . 002 1843 40 . 030
166.0 0 1910 0 1921 0 1901 0 1882 0 1877 45-500 . 025
215.5 0 1925 0 1927 0 1914 0 1900 1890 z, Ve,
500. 0 0 1904 0 1840 0 1890 | 0 1881 0 1869 | B ft/sec
)iJ(vazA)i . 0088 . 0076 . 0074 .0072 . 0071 1.4 3
'i[,(szA)i 2.110 1,972 1,968 1,980 2,076 2.9 2
?“’V:A)i/gc 123.6 114.7 117.6 112.4 121.6 5.9 2

“The velocity at the wall was set to zero for the initial profile because of the boundary condition; experimental values were
never zero because of the finite probe size.

-



AIR DRYER AIR RECEIVER
AIR STORAGE

2o RSTORAGE 3200 PSIG AIR COMPRESSORS

(TORPEDO FLASKS) doano
REMOTE CONTROL VALVE
MANUAL VALVE
AIR FILTER (CIRCLE SEAL, 40 MICRON)

. H, INJECTION SECTION
NOZZLE

REMOTE CONTROL REGULATOR
(VICTOR, 03500 PSIG)

PROBE

STILLING CHAMBER

HYDROGEN TRAILER
48,426 STD CU FT
2200 PSIG

VENT

TEST SECTIOV

REMOTE CONTROL
REGULATOR (VICTOR, 03500 PSIG)

VENTURI
{0.079-INCH)

THROAT Hy FILTER (CIRCLE SEAL, 40 MICRON)

Fig. 1 SCHEMATIC DIAGRAM OF APPARATUS

METERED H, IN

SHOULDER
AR ]
MACH? =100 mcu"n:b L ,
MACH 3 |
"
TOPRESSURE /'
TRANSDUCER  STATIC
TAPS

(a) RADIAL IRJECTION

TO THERMAL CONDUCTIVITY
CELL AND VACUUM PUMP

f

PRESSURE VALVE
METERED H, IN TRANSDUCER
SAMPLING
PROBE

I

TO PRESSURE TRANSDUCER

{b) AXIAL INJECTION

Fig. 2 DETAILS OF TEST SECTIONS.

62



K (gm/sec/atm)

STAGNATION TEMPERATURE (°R)

0.06 l
0.05
e ge -
0.04 [~ T
AIR #50 (0.523 mm)
0.03
0.02
0020
.0019 o
HYDROGEN #20 (0.201 mm)
0018 T g m— - — D=4 -
0017 -
.0016 —
© 40 50 60 70 80 90 100 200 300 400 500 600
UPSTREAM PRESSURE (inches mercury)
Fig. 3 JEWELLED ORIFICE CALIBRATIONS.
490 T T
RADIAL INJECTION, MACH 2
LENGTH = 1.4 IN., SLOT = 5 MILS
TEST SECTION 1.D. = 1.00 IN.
\ AIR STILLING CHAMBER TEMP. = 472 TO 476°R
4860} HYDROGEN INJECT. MANIFOLD -
TEMP. = 520 TO 523°R
m, = 1.06 LB/SEC
482 ! ! !
M, INJECTION  EXIT
(LB/SEC) PRESSURE PRESSURE
(PSIA) (PSIA)
478 (A) NONE NONE 15 E
(B) 0.005 54 16
() 0.010 107 22
| A
474
©)
470
) (A)
4660 100 200 300 400 500 600

DISTANCE FROM WALL (mils)

Fig. 4 STAGNATION TEMPERATURE PROFILES, MACH Z AIR.

63



T (°R)

- — -
- = e ———.—-———_-—-.~_______\

pal T

AXIAL LENGTH

V, (fps)

(inches)
----- 0.05
——eee 0.4
—— 1.4
(e) VELOCITY —_——— 29
—— 59
1200
0.14
papmr e m et m— o o o o =
P » e f— e = =raasCaweno Ol
i ] Tt .

p(Lg/FTa)
(

)/
H

(b) DENSITY

0.10

() MACH NUMBER

(d) STATIC TEMPERATURE

DISTANCE FROM WALL (mils)

Fig. 5 AIR PROFILES FOR Vz, p M, AND T, MACH 2 AIR (NO HYDROGEN),
-1.06 LB/SEC, EXIT PRESSURE = 13.6 TO 14.9 PSIA.



0.5

0.4
0.2
0.1
AXIAL LENGTH
(inches) —
> -——— 005
F 0.4
20.0‘ —_— 14 ]
a —_——— 29
x
z —--— 59
[
(9)
=
& 0.02 B
a
<
b 3
0.01 S
B
0.006 ! - —— - -
COMPLETELY MIXED [
0.004 R e = =
N
0.002 h ‘\\\ R R
1
\ : \\
| \\ \\
i
|
0.001 . _L . L__ . ,__v,L.,_J_ \
0 20 40 60 80 100 120 140 160 180 200 220 240

DISTANCE FROM WALL (mils)
(o) HYDROGEN CONCENTRATION

Fig. 6 MIXTURE PROFILES FOR RADIAL HYDROGEN INJECTION AT 0.005
LB/SEC, AND INTO MACH 2 AIR AT 1.06 LB/SEC; 5-MIL SLOT; INJECTION
PRESSURE 63 TO 65 PSIA; EXIT PRESSURE 15.2 TO 19.3 PSIA.



66

p(lb/id)

T (°R)

1800 L\; (TO 2250 FPS AT WALL)
[}
i st \, -
1600 i —#w-‘_ \\
4 == ol ey ey =
Conl ———= s sq=s=smmcooie s .
/ 7" | ee— S
1400 / Dantinban Siss
_I
’
L)
1200 ,/
/’ (b) VELOCITY
1000 L -J
0.16
0.4
0.12 /
0.10 /
,l// / AXIAL LENGTH
(inches)
0.08 11 -—==0.05
//,// ——-0.4
h —_—1
0.06 y— = ———329
— =59
0.04
t (c) DENSITY
0.02
2.0 ey - =
z T i p— T ey I
1.6 o — e e
’/’ L—""
/ -1
1.2 '7 —
: (d) MACH NUMBER
0.8 .
450 — —
D (e) STATIC TEMPERATURE
'
400 o - —— -——
A Y ~
AN
350 ‘\ e~ e T
AN M St e s
W\ - - - _ L -
300 N ""“","‘"//_"
. o w—
- _\__’7’\. . _Bﬁ /
250 [ — —h ]
0 100 200 300 400 500

DISTANCE FROM WALL (mils)

Fig. 6 CONCLUDED



MASS FRACTION HYDROGEN, Y

-} (ex
”"| LATER OBTAINED WITH 15 PSIA
"1 EXIT PRESSURE)

: in:hu)-:
e |

I

i
!

il

DISTANCE FROM WALL (mils)

(a) HYDROGEN CONCENTRATION

Fig. 7 MIXTURE PROFILES, RADIAL HYDROGEN INJECTION AT 0.010 LB/SEC
INTO MACH 2 AIR AT 1.06 LB/SEC; 5-MIL SLOT; INJECTION PRESSURE
= 116 TO 128 PSIA; EXIT PRESSURE 23.1 TO 26.0 PSIA; EXCEPT AT
L = 0.05 IN., WHERE IT WAS 11.3 PSIA

67



68

Va(fps)

o(lb/t3)

T(°R)

M —
\_.-\:"~\

(k) VELOCITY
\-.,\ —
— pm——
é — ———
L S—
—
—-\\ — T - "
\\
~

0.10 S
AXIAL LENGTH
{inches)
0.08 - -=0.05
——0.4
‘l ———14
0.06 1 ———329
’l —-=59
0.04 4, - - - - -
‘I I (c) DENSITY
0.02 — s e - e
o —
_ o i
[P
2.2 pid ‘\\-: :-- :_: -
,I, = ---—-~§~5-—-'
1.8 7 — ]
.fl /
14— ] == == ==
'l o "
1.0 A2 - - - = b - R
/,’ (d) MACH NUMBER
0.6 — |
o [S——
\\% {+) STATIC TEMPERATURE

400

b i T — e ——
\ \ . ————— [R—————
i N ~ - - e
\ \\\\ T ——— e ——
350\ ~ s
-, e e e S
"\
30| —— N b :
A Y -
N, —— -~
N P
250 ‘5-- — T _'__"_"7""“’ e R
) 100 200 00 00 500

DISTANCE FROM WALL (mils)

Fig. 7 CONCLUDED



LY MIXED ]

DISTANCE FROM WALL (mils)

i

ijE2

HHIT

£ AXIAL LENGTH Li-
F (inches)

A ‘NI90HAAH NOILOVYS SSYW

(a) HYDROGEN CONCENTRATION

RADIAL HYDROGEN INJECTION, AT 0.015 LB/SEC INTO

r

Fig. 8 MIXTURE PROFILES

INJECTION PRESSURE 179 TO 189

—MIL SLOT;

5

EXIT PRESSURE 27.9 TG 33.8 PSIA.

’

MACH 2 AIR AT 1.05 LB/SEC;

I

PSIA;

69



70

Vg (fps)

p(b/0d)

T (°R)

1400

1200 k; /__’- L\.EE —]
- i, - -t —
'l
1000 £ ]
( (b) VELOCITY
800
0.20 ] - —
% - = f——
- >'C.——.—4—\__—p—
0.18 ; — —
=
0.16 = > .
AXIAL LENGTH
/ (inches)
0.14 0.4
1 / ———29
———59
0.12 / - —
0.10
/ (c) DENSITY
0.08
0.06
1.4
- P —
1.0 — === == i ===
2 (d) MACH NUMBER
0.6 |
500 T
() STATIC TEMPERATURE
450 AN —
[—— — - -
—— T T e
‘w _/,
30, 100 200 300 400 500

DISTANCE FROM WALL (mils)

Fig. 8 CONCLUDED



MASS FRACTION HYDROGEN, Y

0.2
q

0.1 (a) #p = 0.005 LB/SEC

SYM. SLOT, P, P,
MILS  PSIA PSIA

o 10 170 6.4
Q 5.2 33.7 163

0.05]

TN

0.001
(b) mp = 0.010 LB/SEC

o.st\

0.2} >
\ SYM. SLOT, P, P,
°"t\\‘ MILS PSIA PSIA
r N @ 100 312 26

© 52 640 174

0.02} \
(Y]} S— : \ \
0.005 — -

0.002 |- \
0.001

0.2 8 - |
(c) mp = 0.015 LB/SEC
0.1¢ SYM. SLOT, P, P,
o MILS  PSIA PSIA
0.05 a 100 45 349
r \> © 52 945 279

ol |
N
- AN N

[ E\\\'\

0.002 |——— — \\ =

0.001 SR
0 20 40 60 80 100 120 140

DISTANCE FROM WALL (mifs)

Fig.9 EFFECT OF SLOT WIDTH ON HYDROGEN CCNCENTRATION PROFILES,
RADIAL INJECTION, MACH 2 AIR
Pp= STATIC PRESSURE OF H2 IN SLOT (M 1)
Py = TEST SECTION WALL PRESSURE NEAR SLOT
L = 0.4 IN. FOR PARTS (o) THROUGH (c) 71



72

MASS FRACTION HYDROGEN, Y

(d) = 0.005 LB/SEC
|

0.02 }
SYM. SLOT, P, P,
MILS  pgia psia
A 154 145 163
o 101 17.2 165
0.01 \ o 52 34.4 166
R
\X \
0.005 A \Y
0.003
0.002 \
0.001

—

(e) mp = 0.010 LB/SEC
]

Fig. 9 CONCLUDED

sYM. stoT, P Pu
MILS PSIA PSIA
A 154 22.5 284
0.01 - o 10y 31.2 276
- .0 52 67.0 26.1 ____]
AN AN
N\
\\‘\I N\
0.005 A \}\i
oS
.
0.003 \\r\\\
0.002 \..
o
0.001
0.03 —
() mp = 0.015 LB/SEC
0.02 SYM. SLOT, P, P,
i MILS PSIA PSIA
a 154 353 428
o 101 465 400
o 52 1000 3338
1
0.01 eo~h AL 1
—
\\D\‘a%
\'
0.005 H
q 100 200 300 " 400 500

DISTANCE FROM WALL (mils)

L = 5.9 IN. FOR PARTS (d) THROUGH ().
NOTE ALSO THAT SCALES ARE DIFFERENT FROM
PARTS (a) THROUGH (c)



MASS FRACTION HYDROGEN, Y

0.2

N
0.08 \ ‘E\_
0.06
\ \ . INJECTION EXIT’
0.04 -Mh PRESSURE PRESSURE
\ SYMBOL (LB/SEC) (PSIA) (PS1A)
° 0.004 51 14.7
a 0.008 96 16.1
0.02 . o 0.016 185 20.4
0.0V \ \ \\
0.008 \ \
0.006 Aﬁx {\
0.004 — \
0.002 \
0.001
0 40 80 120 160 200

DISTANCE FROM WALL (mils)

(a) HYDROGEN CONCENTRATION

Fig. 10 MIXTURE PROFILES, AXIAL HYDROGEN INJECTION AT 3
FLOW RATES INTO MACH 2 AIR AT 1.10 LB/SEC; 5-MIL
SLOT; 3.4—IN.—LONG TEST SECTION.

3



74

1600 ——— )
_ o]
7 1400 e
£
-
> a
1200
(b) VELOCITY
1000
0.18 /!’"T'f_ D = — jr
0.16 -
A
N -
0.14
?Z 0.12
a SYMBOL LY INJECTION EXIT
Zon (LB/SEC) PRESSURE PRESSURE
a (PSIA) (PSIA)
° 0.004 51 w7
0.08 A 0.008 96 16.1 ]
o 0.016 185 20.4
0.06
(c) DENSITY
0.04
I O A
1.8 o
— v
14 A/
x f o5
1.0 -Dd#
(d) MACH NUMBER
0.64
450}%\-;
400 _
P \W (s) STATIC TEMPERATURE
2. 350 | |
] W“’——l——o—JJ——o——J{
300 A F f,?
=0 100 200 300 400 500

CISTANCE FROM WALL (mils)

Fig. 10 CONCLUDED



NORMALIZED CONCENTRATION, Y/Yyax

GL

1.0 Gy = mixsmoray s
I Fi‘ﬂ:‘ﬁl i .i‘H ‘ (R R Tt i i i
0.8
AXIAL INJECTION, MACH 2
3 ‘ SLOT = 5 MILS
TEST SECTION I.D. = 1.04 IN.
0.6 mg = 1.10 LB/SEC
AXIAL LENGTHS (inches)
0.775, 3.4
e e oy,
i SYMBOL  (LB/SEC) 1
0.4! o} 0.004 :
O 0.008
X 0.016
0.2 i
0 SESRis L AR 2 T 137 :
0 1 2 3 4 5 6 7

NORMALIZED DISTANCE FROM WALL, X/XH

Fig. 11 NORMALIZED CONCENTRATION PROFILE, AXIAL HYDROGEN INJECTION, MACH 2 AIR.



92

NORMALIZED CONCENTRATION, Y/Y )y, x

1.0

e
o

INENREE]

18 uY

RADIAL INJECTION, MACH 2

SLOT = 5 MILS

TEST SECTION I.D. = 1.00 IN.

ﬂ"g = 1.06 LB/SEC

AXIAL LENGTHS (inches)
0.4,1.4,29, 59

0.6 : :
oy, DATA FROM
LB/SEC FiG. NO.
O 0.005 6(o)
£ A 0.010 7(a)
X 0.015 8(a)
0.4 H
HH t
0.2 2
LT E
() H S8 LSRR LR TR 8
0 1 2 3 4 5 6

NORMALIZED DISTANCE FROM WALL, X/Xy

Fig. 12 NORMALIZED CONCENTRATION PROFILE, RADIAL HYDROGEN INJECTION, MACH 2 AIR.




2000
1800
i3
£ 1600
> II (a) YELOCITY
1400 {1 —— — e
’ L
1200
=T
e === = \
Gy = T e = -
] - S
—
\
e~
c-:s; AXIAL LENGTH
2 (inches)
< ————— 59
« 4 _—
/
0.14 ———te—— —s e e —— 34 f———
] —_—— 29
012§/
'I (b) DENSITY
0.10 J
- -
v B —— - e ——
[ R SR —— -
o - -
w —
@ 1
-3
5
z
T
U
<
= (<) MACH NUMBER
_ {d) STATIC TEMPERATURE
&
-
e — -
et I, A
0 100 200 300 400 500

DISTANCE FROM WALL (mils)

Fig. 13 AIR PROFILES (NO HYDROGEN), MACH 3, 1.97 LB/SEC; EXIT PRESSURE 12.8 TQ 15.6 PSIA.



78

h*
ﬁ
ﬂd.!

343

7 HENT _i_'_g?- = ] Tt HH e3ag EIS -:_“ -
. P 1.65 T
.9 H i 2
s 4 ! RHT
H ; ETRIRERBILE HEHH T HiH b
DI 555131 bitiii Hiiiaed b
N = 2, 3) pidd F :' 4‘.-9 B :— B3 R H 5‘:3__4‘ BEERgEsaEt ]
e N 5.9 DT B L i
e 1,‘1‘ Heli N M o HH RARA IR
2 - - T T 1| HE
T N . ’_.1._; M A T EK TR
a7 N T T P i
o N R
e A AR Hp
-[:‘]F-{- Y "I'JJ-]!
R TTENINAY L TR R T e
0.01 LGN N LT i
e Ss=ssias HA HHE] FEH

r e

MASS FRACTION HYDROGEN, Y

HH THHTH HH B . T H
s 545! [HHH gl H i mEssaes H
H S T AT R HLHHE THIHEH ! H
| +H HH t {11114
P i R g et s e T
T TN, IR i T AT
Eh ) TR s i i
- H M H L VRN ERaRY il
. 1 H L] 114 A ] 4 [ | | |
i I i §
T R R R e
AT 21 Tl MR ERE M HE 11
m 1115 (.i 1 H 114 HE FEN (L]
0.001 1 b L e L
— EEEE e sR3C8E ESLIRNM SO0 Riz E A
y B 1 E = HH 144 +
1 o GITESUEIT SAEL : VRS Fe 3 e
. 552 £§ Sasagakize it Hid H
. R HHEH I
T Y HEHHIH SERIRIRE: ES. SRE H N dallk
8 . IR Je| AN I
deBisiy e INENTHL HT o
I W H H Avis H H ]
4
HHF H g 4 T s j’_]:_ - al H ' H

2 H H H 4+ 4— H H-H-H H H

0.0001

HAH A n bl

20

40 60 80 100 120 140 160 180 200 220 240 260
DISTANCE FROM WALL (mils)
(a) HYDROGEN CONCENTRATION

Fig. 14 MIXTURE PROFILES, RADIAL HYDROGEN INJECTION AT 0.010 LB/SEC
INTO MACH 3 AIR AT 1.99 LB/SEC; 5-MIL SLOT; INJECTION PRESSURE
104 TO 138 PSIA; EXIT PRESSURE 16.1 TO 19.6 PSIA.

280



v, (fps)

)

T (°R)

2000 - —_—
r /—/' ____'_.- _____ ——— e o - —— - E%'_‘"hq
1800 L -
/’/
7
1600 44 - -
, /,
//’ (b) VELOCITY
100 i/ #7- -
/
7
[
1200 & _
0.26 - - ' 7o A iy SR
e I
0.241-- J/-gfff SC g —
re N
] (4
0.22 —
- N
7
| / {2 S
0.20 Vl -
Y4
0.18 LA e

(c) DENSITY

o~ ad

(d) MACH NUMBER

400

N
150 &_\Ah

|
AXIAL LENGTH

(inches)

—_———1.65

\ ‘\ {e) STATIC TEMPERATURE —— 29
49
300 N
----- 5.9
\ \\
250 MAN 1
Q
~
~
NN ]
N e S e e e e e - e =
200 \\QL <= E= = =
150
0 100 200 300 400 500

DISTANCE FROM WALL (mils)

Fig. 14 CONCLUDED

9



80

E‘ (hz/uc)

V' (ft/sec)

N\

40 l
)\ (a) EMPIRICAL E; MODEL
!
,\ CURVE M, @&, &), ER
30 1 i A 2 106 0005 0.17 —
,J 8 2 1.06 0.010 033
/ c 2 1.05 0.015 0.50
/ l \ D 3 1.99 0.010 0.16
/o \
1 I ‘__'\1—
]
AN
AN
~
Io{ d J \-\~i~ B
A .Y P N~
]
] !
'f [
A In B}
| l \
L
D
y] NP ORI - JOU SR SYUU Y N
2%/& A A
nn 40 80 120 160 hd 500
DISTANCE FROM WALL (mils)
40 L}
\
‘\ {b) EMPIRICAL v, MODEL
\
\s
\
30 \
\
\
\
\
\\
20 <
- \\\
\c sﬁu.L-_-~
~ —tm————— e __
&\
10 %\‘
——
\h"*%
\P\‘ —f————t— —
S
0 i 1 2 3 4 5 6

AXIAL LENGTH (inches)

Fig. 15 EMPIRICAL MODELS FOR () EDDY DIFFUSIVITY OF MASS

AND (b) RADIAL VELOCITY.



=S

1.0 ———
b=0.9
0.8
w= b('w - r)/e,,
0.6
3
0.4 S —
\\ b= 0.01 \\
0.2 — - —— ~—]
b= 0.001 \ \
ol ~ _ _‘\\\;
0 100 200 300 400 500
DISTANCE FROM WALL (mils)
Fig. C-2 EFFECT OF CHANGING b ON RADIAL GRID SPACING.
0.015 i T
INTEGRATION FROM 0.4 TO 5.9 INCHES
GRID . @ r)CENTERLINE
POINTS © M (K owaLL
& © 101 0.001 0.00612 239
8 0.010 o 101 050  0.00557 1.10 -
x o 301 0.001 0.00612 440
x = 301 090  0.00609 LN
z .
(] RADIAL INJECTION
5 SLOT 5 MILS
= TEST SECTION 1.D. 1.0 INCH
; 0.005 ty, = 0.010 LB/SEC B
3 mq = 1.06 LB/SEC
INJECTION PRESSURE = 120 PSIA
EXIT STATIC PRESSURE = 17 PSIA
-3 -
100 200 300 400 500
DISTANCE FROM WALL (mils)
Fig. C-3 EFFECT OF CHANGING RADIAL GRID ON NUMERICAL SOLUTIONS.
NASA-Langley, 1967 —— 33 CR~TLT

81



